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Abstract: Traffic congestion is becoming a serious problem in more and more modern cities. Encouraging more private-vehicle drivers to use public transportation is one of the most effective and economical ways to reduce the ever increasing congestion problem on the streets (Hartley and Bargiela, 2001). To make public transport services more attractive and competitive, providing travellers with individual travel advice for journeys becomes crucial. However, with the massive and complex network of a modern city, finding one or several suitable route(s) according to user preferences from one place to another is not a simple task. In this paper, the author presents and compares two solutions to accommodate public transport users’ preferences. The first approach is using three different single-purpose shortest path algorithms to accommodate three different user preferences. And the second approach is using the K-shortest paths algorithm to compute a reasonable number of ranked shortest paths, with the ultimate ‘most optimal’ path being selected by consideration of the preferences. Some experiments have been done based on the public transportation network of Nottingham City.
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1. INTRODUCTION

With the increase of cars on the streets, more and more congestion occurs. The traffic congestion causes not only a monetary problem but also a pollution problem at the same time (Peytchev, 2002). Policy debates, promoted by publication of the Transport White Papers at UK and Scottish levels, have identified the need to reduce the number of car journeys and to encourage public transport usage (Hine and Scott, 2000).

As public transport services become more popular, public transportation users need individual route information to help them plan journeys more efficiently. One of the most important pieces of information to be delivered to public transportation users is the quickest bus route(s) between their specified origin and destination according to their preferences.

Route finding is a shortest path problem. Dijkstra’s algorithm (Dijkstra, 1959) is often used for solving this problem due to its efficiency and effectiveness. However, Dijkstra’s algorithm does not allow for time-dependent links, which is a necessary property of bus routes. Dreyfus (1969) has considered a number of methods incorporating time-dependent links. However, it is still not sufficient because public transport users have various preferences. This paper presents the time-dependent shortest path(s) algorithms which can accommodate public transportation users’ preferences such as ‘minimum travel time’, ‘minimum number of bus-changes’, and ‘minimum walking distance’.

Two different categories of shortest path(s) algorithms are proposed in this paper to solve the problem of accommodating user preferences in the optimisation of public transport travel.

The first solution is found using single-purpose shortest path algorithms. Single-purpose shortest path algorithms are based on standard shortest path algorithms. By adding specific objectives, the developed algorithms can generate routes which satisfy these users’ preferences. Although the single-purpose shortest path algorithms work efficiently for accommodating a single user preference, each algorithm computes only one shortest path. The constraints which are added to the algorithms must be defined carefully, to ensure that the correct route is found.

The second solution is found using K-shortest paths (KSP) algorithms. The idea of the KSP algorithm is to compute a reasonable number of ranked shortest paths with the ultimate ‘most optimal’ path being selected by consideration of the preferences. Using KSP algorithms to accommodate user preferences in the field of public transportation system is new and very challenging. There are a large number of papers concerning different algorithms for solving the KSP (Palmgren and Yuan, 1998) but not many papers dealing with the applications in real world problems so far.
The feasibility of using KSP algorithms to accommodate user preferences for a public transportation network has been studied. The results show that it is feasible, however, at the current stage, there is still a high overlap rate for the generated K shortest routes and the execution time of the KSP algorithm is still long.

The experimental results for both single-purpose algorithms and K-shortest paths algorithm based on the public transportation network of Nottingham City are also given and analyzed.

2. USERS’ PREFERENCES AND BI-MODAL TRAVEL

One important feature of this research is that the developed algorithm can accommodate public transportation users’ preferences. Public transport users’ preferences are various. Actually, it is impractical to take every individual preference into consideration. In this paper, the following preferences are considered:

1. Minimum travel time, which can mean either arriving at the destination at the earliest time or leaving the origin at the latest time.

2. Minimum number of bus-changes. Some travellers do not like changing buses, so they would rather travel on a single bus even if the journey time is longer.

3. Minimum walking distance. A traveller carrying heavy or awkward objects may prefer to walk to the nearest bus stop rather than walk a longer distance to another bus stop on a quicker route.

Another feature is that the route finding is based on a bi-modal travel network which considers not only travelling by bus but also on foot. In reality, all bus stops are linked to each other by foot. To make the generated optimal route more practical in the real world, the developed algorithm is based on a bi-modal travel network. This makes the research more challenging because it causes a fundamental topological change to the network and significantly increases the complexity of the network.

In the network of Figure 1, imagine that node 1 to node 6 are bus-stops, if they are connected only by buses, there are 6 links in the network.

If the bus stops are connected by walking as well, the network becomes much more complex. As we can see in Figure 2, there are 21 links in the network now.

3 NETWORK REPRESENTATION

Compared with road network, public transportation network is very time sensitive. Because of the stochastic and time-dependent properties of public transportation network, it is necessary to investigate how it can be best represented.

3.1 Notation and Definitions

The shortest path problem can be modelled as finding the shortest path between two nodes in a weighted and directed network. In some cases, it is of interest to compute not only the shortest path, but an ordered set of alternatives with the aim of finding the shortest one that satisfies user preferences for instance – K-shortest paths (KSP) problems.
Let \((N,A)\) denote a given network, where \(N = \{v_1, \ldots, v_n\}\) is a finite set whose elements are called nodes and \(A = \{a_1, \ldots, a_m\}\) is a finite set whose elements are called arcs. Each arc \(a_k\) is a pair \((v_i,v_j)\) of nodes. In the bus system context, nodes in the graph are bus stops and arcs are links between two bus stops. The input data to the algorithm consists of a description of the bus transportation network (timetables, description of links between bus stops), the bus stop where the journey begins (the source node) and the bus stop at which the journey ends (the destination node). The objective is to find the shortest path(s) between the two specified nodes.

Bus stops are point events in a transit network. A bus stop can be identified by a street name, a street intersection with a corner name or even a street address with a house number. A bus stop is linked to a bus service through the stop sequence. A stop sequence is a many-to-many relation between the bus service and bus stops. To represent the network which contains many bus stops, a very important approach is to use bus-stop codes instead of bus-stop names. The unique bus stop codes are indicated on all bus stops and are widely advertised in the public information literature issued by the Nottingham City Transport (NCT). For example, in the timetable indicated in Figure 3, AR05 and subsequent stops AR08, AR09, AR10 are assigned to indicate the bus stops on the Front Street of Arnold through the bus route 25.

A simple approach to represent the links is to ascribe a cost to every link. The cost can be defined arbitrarily such as time cost or money cost or fuel cost. In this paper, only the time cost is considered.

### 3.2 Modelling the Bi-modal Travel Network

By adding walking links into the transportation network, a new problem arises. Route finding for travelling on buses is timetable-based which means the length between any pair of nodes is not given directly, the information must be retrieved from the bus timetables. Route finding for travelling on foot requires the distance between any pair of nodes to be calculated according to their location. It is essential to model the two types of arc information consistently.

#### Table 1 Format of Bus Locations Information

<table>
<thead>
<tr>
<th>IDSTOP</th>
<th>LOCATION</th>
<th>ADDRESS</th>
<th>X_CD</th>
<th>Y_CD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aa</td>
<td>CITY</td>
<td>ANGELRD</td>
<td>457050.58</td>
<td>339922.27</td>
</tr>
<tr>
<td>Ab</td>
<td>CITY</td>
<td>ANGELRD</td>
<td>457036.02</td>
<td>339928.82</td>
</tr>
<tr>
<td>Ac</td>
<td>CITY</td>
<td>ANGELRD</td>
<td>457005.98</td>
<td>339943.61</td>
</tr>
<tr>
<td>Ad</td>
<td>CITY</td>
<td>ANGELRD</td>
<td>456986.82</td>
<td>339951.85</td>
</tr>
</tbody>
</table>

#### 3.2.1 Modelling of Bus Timetables

To represent a bus transportation network, bus timetables need to be modelled. Figure 3 is an example of a bus timetable.

![Figure 3 Timetable of Bus 25 and Bus26](http://www.nctx.co.uk/)

To measure the time it takes to travel between two bus stops, a link is put into the directed graph to represent a connection between two bus stops. A bus departure time and the arrival time to the next bus stop are also needed. This departure time represents one entry in a timetable and the arrival time to the next bus stop can be taken from the same bus timetable at the next node. Each entry in a timetable is associated with the links.

#### 3.2.2 Modelling of Walking Links

The walking links must be modelled consistently to the bus links, so that the information for both travel on buses or on foot can be used by the algorithms. This can be done by translating bus location information (Table 1) into usable time data. The physical distances between two bus stops can be translated into walking time information. For example, the physical distance between node i and j can be calculated by the equation:

\[
distance(i,j) = \sqrt{(x(i)-x(j))^2 + (y(i)-y(j))^2} \quad (1)
\]

Then by assuming average walking speed as 5km/hour, the walking time between i and j is:

\[
walktime(i,j) = \frac{distance(i,j)}{5000/60} \quad (2)
\]

Now the two types of information – travelling on buses and travelling on foot -- are consistent.
3.3 Network Representation

With the above definitions and modelling above the public transportation network can be represented as follows. The network for the route finding problem in a bus system is represented as a graph $G = (N, A)$ where $N$ is a finite set of $n$ nodes and $A$ is a finite set of $m$ arcs. Each arc $(i,j) \in A$ also has a length (or weight) $l_{ij} \geq 0$. In the route finding context, the network is the transportation network. Nodes are bus-stops and arcs represent the time taken to travel between each pair of nodes either by bus or on foot. The task is to find one or a series of ranked shortest paths between two nodes in this transportation network. A graph representation of such a network is shown in Figure 4, where the nodes are shown as numbered circles and the arcs are represented by lines and arrows linking the nodes.

![Figure 4 Representation of a Transportation Network](image)

4 SINGLE-PURPOSE SHORTEST PATH ALGORITHMS

The first approach of accommodating user preferences in the optimisation of public transport travel is using single-purpose shortest path algorithms. Single-purpose shortest path algorithms are based on standard shortest path algorithms. The designed algorithms in this paper are based on Dijkstra’s shortest path algorithm. Dijkstra’s shortest path algorithm is extended to a time-dependent network and schedule-based search. Each algorithm accommodates one user objective in the route finding. Specific conditions are added into the standard shortest path algorithms or various basic shortest path algorithms are combined together, so that the developed algorithms can generate routes which satisfy users’ preferences.

4.1 Assumptions and Trip Planning Preferences

To reduce the network redundancy and ensure the efficiency of path finding, some assumptions need to be defined:

1. There is no congestion in the traffic system. At this stage, traffic uncertainty is not considered.
2. All passengers are able to get on and get off buses at any stops.
3. Buses depart from and arrive at every bus-stop on time. The bus arrival and departure time for a non-time point is extrapolated from the schedule of neighbouring time points.
4. Walking time for transfer at a node is constant.

Although some of the assumptions may not appear to be realistic, they are necessary to reduce the complexity of the algorithm and increase performance. The assumption of on-time bus departure and arrival can be relaxed in the future when the time uncertainty is taken into consideration and real-time traffic data is available.

4.2 Three Single-purpose Shortest Path Algorithms

Demands of public transportation users are many and diverse. For example, some people expect to arrive at their destinations before a specific time; some people may have a planned starting time and want to find the quickest path; some people want a path with minimum bus transfers and some people need a least walking time path. Three criteria are built in the path finding algorithms in this paper: earliest arrival time, minimum walking time and minimum bus transfers.

4.2.1 The Algorithm for Finding the Route of Earliest Arrival Time

Earliest arrival time or latest departure time is the first user preference to be accommodated. Both of them request a shortest journey time. Two search methods are developed: forward search and backward search. They can be used separately or together.
With the forward search approach, the origin and destination nodes as well as a planned departure time are specified by the passenger. The algorithm starts search from the origin node towards the destination node until all transfer nodes on the network are searched. The earliest possible arrival time at each transfer node and other arrival information are maintained. Walking time is also compared with the bus-travel time in finding the shortest route.

Figure 5 is the pseudo code for the forward search algorithm.

<table>
<thead>
<tr>
<th>Algorithm for Forward Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>Find all branch nodes for each root node,</td>
</tr>
<tr>
<td>Find all accessing traversals from the root node for each branch node,</td>
</tr>
<tr>
<td>Do begin</td>
</tr>
<tr>
<td>Record the earliest departure time at the root node for the route</td>
</tr>
<tr>
<td>Record arrival time at the branch node;</td>
</tr>
<tr>
<td>If the branch node is a new node, then</td>
</tr>
<tr>
<td>Record arrival time;</td>
</tr>
<tr>
<td>Else if it is a searched node then</td>
</tr>
<tr>
<td>If new arrival time is earlier than exist one then</td>
</tr>
<tr>
<td>Replace old arrival time by the new one;</td>
</tr>
<tr>
<td>Else</td>
</tr>
<tr>
<td>Skip the route;</td>
</tr>
<tr>
<td>End if</td>
</tr>
<tr>
<td>End if</td>
</tr>
<tr>
<td>End</td>
</tr>
<tr>
<td>Label the searched branch node;</td>
</tr>
<tr>
<td>End do</td>
</tr>
<tr>
<td>Turn all searched branch nodes to root nodes</td>
</tr>
<tr>
<td>End, close the root node</td>
</tr>
</tbody>
</table>

Backward search works quite similarly; the origin and destination nodes and an expected arrival time are specified. The algorithm starts search from destination node towards the origin node until all transfer nodes are searched. The latest possible departure time at each transfer node as well as other departure information are maintained. Walking time is considered as well. When network search is completed successfully, the optimal path can be retrieved from the nodes.

Forward search algorithm and backward search algorithms can be used independently to accommodate user preferences. However, a better performance can be achieved if they are used together.

For example in figure 6, a passenger wants to travel from Arnold to Clifton and arrive at 8:00am, the backward search algorithm finds the route as: taking Bus 58 (route 1) at Arnold at 6:25am and arriving City Centre at 6:55am, transferring to Bus 2 (route 2) at 7:30am and arriving at Clifton at 7:58am. This trip plan is correct because it ensures the passenger arrives at Clifton before 8:00am. However, there is another bus which leaves City Centre at 7:00am and arrives Clifton at 7:30am, which means taking this trip will give the passenger more leisure time in Clifton rather than waiting at City Centre. To solve this problem, a forward search algorithm can be used after a backward search algorithm.

In summary, the forward search algorithm accommodates the user preference of ‘earliest arrival time’ and the backward search algorithm accommodates the user preference of ‘latest departure time’. Using them together can sometimes generate a better route which is closer to human cognition.

4.2.2 The Algorithm for Finding the Route with Minimum Walking Time

The algorithm for finding a shortest path with minimum walking time is an extension of the forward search algorithm. One more parameter is involved to record the total walking time.

Each transfer node takes a walk time property. Walking time is only taken into consideration if a transfer is absolutely essential. This means if it is possible to get to the next bus-stop by staying on a bus, the algorithm will not choose a path by walking even though walking might be quicker than travelling on a bus.

4.2.3 The Algorithm for Finding the Route with Minimum Bus-Changes

The minimum transfer path approach searches from the origin node towards the destination node. Search information maintained at each transfer node
includes the total number of transfers up to this point. The difference between the minimum transfer algorithm and the forward / backward search is that while minimizing the number of transfers, all arrivals with same number of transfers must be maintained at the node. For example, in figure 7, if node C is arrived from node A with 1 transfer and arrived from node B with 1 transfer, information for both arrivals must be maintained in node C.

The minimum transfer search is non-scheduled due to the difficulties of combining the schedule with other criteria in the search process. Therefore, post-processing is required to provide timetable information. The minimum transfer route may not be the earliest arrival one or the latest departure one, but it is still a valid option and it does accommodate one of the important user preferences. Also it is the one which is similar to human cognition in using the public transportation system.

5  K-SHORTEST PATHS ALGORITHM

The second approach of accommodating public transportation users’ preferences is by K-shortest paths algorithm. Compared with single-purpose algorithms, KSP algorithm is based on multi-purpose network search. It computes a number of ranked shortest routes in one time. The background information of finding ranked K-shortest paths is presented first.

Same as the shortest path problem, listing the K shortest paths is also a classic networking programming problem (Martins 1998, Martins 1999). Although it has not been studied as intensively as the shortest path problem, there are numerous papers that can be referred to (http://liinwww.ira.uka.de/bibliography/Theory/k-path.html).

Generally speaking, there are two classes of solution methods to KSP problem. The first class consists of labelling algorithms and the second class of algorithms based on constructing a tree that contains K shortest paths (Palmgren and Yuan, 1998).

Labelling algorithms for KSP problem are very similar to the classical labelling algorithms for shortest path problems. They can be further divided into Label Correcting (Shier, 1974; Shier, 1976; Shier, 1979) and Label Setting (Dreyfus 1969; Martins 1984; 1996; Azevedo et al, 1993; Azevedo et al, 1994) algorithms.

The second class of KSP algorithms is called the deviation algorithm. This class of algorithms attempts to build a tree of K shortest paths. The early references to deviation algorithms are Yen (1971)’s Finding the k shortest loopless paths in a network and Martins et al (1997)’s A new algorithm for ranking loopless paths.

Again, a large number of papers (http://liinwww.ira.uka.de/bibliography/Theory/k-path.html) concerning different algorithms for solving the KSP problem can be found but not many papers dealing with the applications in real world problem. The reason why it isn’t widely used
might be that using KSP algorithms is an expensive way of generating a large number of infeasible paths. For example, according to Desrosiers and Soumis (1991), the ‘pickup and delivery problem’ is a typical constrained shortest path problem that can be solved by the KSP algorithms, but dynamic programming takes advantages of the additional constraints and its efficiency increases with the number of constraints.

However, there are more and more efficient algorithms existing to solve KSP problems. And by reducing the value of K and taking the additional constraints into consideration, the approach of using KSP algorithms is becoming more and more attractive.

5.1 Finding the Ranked Shortest Paths

The developed KSP algorithm for public transportation network in this paper is based on the principal of label setting KSP algorithms. However, it must be time-dependent and suitable for bus system.

Transportation networks in the real world are very complex. The considered network is a bi-modal travel network. Route finding for travelling on buses is timetable-based which means the length between any pair of nodes are not given directly, the information must be retrieved from the bus timetables. Route finding for travelling on foot requires the distance between any pair of nodes to be calculated according to their location. The two types of arc information are mixed up. The algorithm must be able to distinguish between the two different types of information.

Suppose the network in Figure 4 is a transportation network, step-by-step explanations of finding the ranked K-shortest paths from node 1 (origin) to node 6 (destination) are given below: (Wu and Hartley, 2004)

Step 1: Find the closest node to the origin node by bus.

Figure 9: Step 1 of the Algorithm

Suppose node 2 is the closest node to node 1 by bus travelling, record the arrival time timebus(2).

Step 2: Find the closest node to the origin 1 by walking.

Figure 10: Step 2 of the Algorithm

Suppose node 3 is the closest node to node 1 by walking, record the arrival time timewalk(3).

Step 3: Compare the arrival time of timebus(2) and timewalk(3). If (timebus(2)< timewalk(3)) then label node 2, if (timewalk(3) < timebus(2)) then label node 3.

As explained before, for the KSP problem more than one label is assigned to each node, a flag is used to record how many times a node has been labelled.

Step 4: Upgrade the network according to the labelled node.

Suppose in Step 3: (timebus(2) < timewalk(3)) and node 2 is labelled then the network is upgraded as follows:

In Figure 4, there is a bus link from node 2 to node 4, so the network is upgraded by adding a bus link from node 1 to node 4.

There are also walking links from node 2 to node 3, node 4 and node 5, so the network is upgraded by adding links from node 1 to node 3, node 4 and node 5.

Since there is already a walking link between node 1 and node 3, the walking link 1Æ2Æ3 becomes the second walking link from node 1 to 3. It must be recorded separately as a second walking link.

Figure 11: Step 4 of the Algorithm

Or, suppose in Step 3: timewalk(3) < timebus(2) and node 3 is labelled then the network is upgraded using the same principle:
5.2 Using the KSP Algorithm to Accommodate Users' Preferences

To accommodate users’ preferences, the routes must satisfy more conditions. This can be done by either comparing each route with the preferences and choosing the first route which satisfies the preferences or regarding the preferences as constraints and embedding them into the algorithm.

The first solution has been implemented and some efforts have been made to add constraints to the developed KSP algorithm. As mentioned before, public transportation networks are very sensitive to point of time, it is quite difficult to use a weighting system with the schedule-based shortest path algorithms. Furthermore, KSP algorithms are very computational time and memory consuming, the constraints which are added to the KSP algorithm must be defined carefully.

On the current stage of my research, the designed algorithm generates a list of ranked shortest paths and those routes are compared with the users’ preferences until the ultimate path is selected. A walking limitation has been added to the developed KSP algorithm as a constraint.

In figure 14, for example, a journey starts from GR01 to GR05 at 7.000am, the developed KSP algorithm generates 4 ranked shortest paths which are described in Table 2.
Table 2 Four Ranked Shortest Paths between GR01 and GR05

By comparing the 4 shortest paths, the 1st one is selected as the route of earliest arrival time, minimum walking time and minimum bus changes. The second shortest route with minimum bus changes is the 3rd shortest path. The 2nd and 4th routes have the same number of bus changing, however the 2nd route takes shorter walking time.

To limit the complexity of the network, a walking limitation has been added to the KSP algorithm, because if each pair of bus-stops are linked either by bus-services or by walking or by both of them, the network will be certainly burdened by the walking links. In reality, seldom people would take the advice to walk over 1 hour from one bus node to another if they choose to use public transportation system. Therefore, the the walking time is restricted to 10 mins in the KSP algorithm -- any walking link which is more than 10mins will be removed from the network. This was proved to be very helpful to ensure the efficiency of the algorithm.

However, it remains a problem that how many routes need to be generated to find the ‘desired’ path for the public transport users. The value of K directly affects the efficiency of the algorithm and determines the capability of the KSP algorithm of finding the desire route.

Furthermore, in Table 2, we can tell that there is still a high overlap ratio between the ranked K shortest paths. Some routes are mostly overlapped which causes a waste of computation resource. A paper by Chen and Feng (1999) proposes an approach of using ‘Restricted KSP algorithm’ to reduce the overlap ratio. By introducing an ‘overlap ratio’ and a ‘route travel difference’ into the KSP algorithm, the overlap ratio can be controlled. This solution is under testing now on the public transportation network of Nottingham City.

6 EXPERIMENTAL RESULTS AND ANALYSIS

The experiments are based on the public transportation network of Nottingham City which has 2398 bus-stops in total and 292 bus services running everyday, with the results comparing the performance of the single-purpose (single purpose) shortest path algorithms and the KSP (multi-purpose) algorithm. All the bus stops and links are represented by bus timetables. The departure and arrival time at a particular bus stop can be found in these timetables.

6.1 Performance of the Single-purpose Shortest Path Algorithms

Two criteria determine the performance of an algorithm: the ability of finding the shortest bus route and the efficiency of the algorithm. Concerning the efficiency of an algorithm, time-complexity and memory requirement need to be considered. All of the three single-purpose algorithms are based on Dijkstra’s algorithm, so that they perform similarly from the time-complexity and memory requirements points of view.

6.1.1 Experimental Results of the Single-purpose Shortest Path Algorithms

A careful implementation of a time consuming shortest path algorithm saves expensive and crucial time.

In figure 15 a passenger wants to travel from SN01 to CA12 with the earliest arrival time. The test result shows that to find the shortest path, a careful implementation of the time-dependent Dijkstra algorithm takes only 0.5 seconds.
Although an execution time of 0.5 seconds is satisfactory, it can be further reduced. Dijkstra algorithm has a bottleneck that is all nodes have to be visited at each iteration in order to select the node with the minimum distance label. A bucket data structure can be used to conquer this problem. Bucket data structure means: an area of storage where items with a common property are stored, so that the labelled nodes in a data structure can be maintained in such way that the nodes are sorted by distance labels. To translate this idea to the transportation network, an up-bound time (this means adding more restrictions into the code) can be set in the iteration. For example, if the leaving time is 7:00am, we may only search the time no later than 9:00am, because in practice, passengers usually won’t take bus more than 2 hours to the destination. The test result shows that this implementation improves the shortest path algorithm’s efficiency when it works on a very complex transportation network.

![Figure 15 Shortest Route from SN01 to CA12](image)

**6.1.2 Analysis of the Single-purpose Algorithms**

**Time complexity**

As Dreyfus (1969) pointed out in his article, the algorithm for a network with time dependent costs of links has the same time complexity as the Dijkstra algorithm. It is very well known that the Dijkstra algorithm can work in \(O(n^2)\) time, where \(n\) is the number of nodes in the network. This time complexity is the worst-case for the Dijkstra algorithm. Since the developed single-purpose algorithms belong to the group of algorithms for a network with time dependent costs of links, they have the same time complexity as the Dijkstra algorithm.

The time efficiency of the algorithm depends on the method used in the implementation. Most principles devised for the Dijkstra algorithm can be very easily used to increase the efficiency of the bus algorithm. The Dijkstra algorithm has been implemented by the author using a priority queue. This implementation runs in \(O(kn+lm) = O(n+m)\). The coefficients \(k\) and \(l\) depend on the implementations of the loops, \(k\) expresses the cost of the loop, which processes nodes and \(l\) expresses the costs of the loop which processes links.

An article by Cherkassky et al. (1996) examines several implementations of the Dijkstra algorithm. For example: the implementation using Fibonacci heaps, the implementation using R-heaps, the implementation using buckets and others. Fibonacci heaps, R-heaps, and buckets are different data structures, and these three implementations are all aiming to speed up Dijkstra algorithm. And the result from the article by Cherkassky et al. (1996) is that one of the best implementations is with the priority queue. Detailed explanations about these three data structure can be found in any data structure book.

Not only is the priority queue implementation one of the fastest, but it is also simple and clear. The simplicity and efficiency of the priority queue implementation made the author of this paper follow this approach.

**Memory requirements**

Memory requirements by these single-purpose algorithms are also the same as required by the Dijkstra algorithm. Therefore they need \(k*n\) words to represent information about nodes and \(lm\) words to represent information about links. The \(k\) coefficient depends on the type of data structure used.

In the code the data structure by itself had \(k=5\), because every node stores the following information:

- the node number
- the previous node of the shortest path
- the node number of a link to the previous node
- the time cost of the shortest path to this node
- the status of this node.

The \(l\) coefficient equals 2 for the produced code. It is so because every link has two members:

- node_no – the number of the finish node
- link_no – the number of this link

Therefore the overall memory requirements for the single-purpose algorithms are \(5n+2m\). This memory is required by plain data to represent the network structure. However, the network is still not completely described. More memory is needed to store timetables. Every timetable implemented in the code needs approximately 30 words (2 words for each entry, and say there are about 15 buses a day of
one bus line). Finally the memory required to store completely the network is $5n+2m+30x$, where $x$ is the number of timetables.

The single-purpose algorithms meet the research target very well, as they are fast and have very small memory requirements.

6.2 Performance of the KSP Algorithm

6.2.1 Experimental Results for the KSP Algorithm

The KSP algorithm takes a longer execution time, and the execution time increases significantly with the increase of the length of the journey and the value of $K$. Taking the travel plan in Figure 14 as an example again, the performance for the KSP algorithm is as follow:

1. To find 2 ranked ($K=2$) shortest paths from GR01 to GR05, the developed KSP algorithm spends 2.38 seconds. And compared with the results of the three single-purpose algorithms, the 1st shortest path is the path with all the features of earliest arrival time, minimum walking time and minimum bus-changes.

2. To find 4 ranked ($K=4$) shortest paths from GR01 to GR05, the KSP algorithm spends 8.6 seconds. Again, compared with the results of the three single-purpose algorithms, the 1st shortest path is the path which satisfies all of the three preferences; and the 3rd path is the one with minimum bus-changes as well, however it arrives at the destination later due to the involvement of walking.

To further analyse the KSP algorithm, more experiments are done by randomly choosing the departure and arrival bus stops. In summary, the developed KSP algorithm performs much better for shorter and medium length of travel. The average run time for a short length of travel (bus stops less than or equal 10) is 2.8 seconds and the average run time for a medium length of travel (bus stops between 10 and 20) is 8.96 seconds. If the $K$ is set to be 4, the successful rate of finding the 3 ‘desired’ shortest paths is more than 95% for a short journey and 91% for a medium journey – depending on the locations of the bus stops. For instance, the algorithm is more likely to fail to find the ‘desired’ routes if the bus stops are within the city centre where each bus stop is used by many bus services. Expanding the journey to more than 20 bus stops (long length of travel), say from GR01 to HC, the algorithm takes much longer time (29.8 seconds) to find 4 ranked shortest paths. And there is only about 75% successful rate to accommodate the 3 user preferences by the 4 ranked shortest paths in those long journey. To increase the successful rate, the value of $K$ needs to be set big enough which causes longer execution time consequently. Therefore, heuristic methods are investigated to reduce the infeasible routes produced by the KSP algorithm and different hierarchical methods need to be investigated as well to improve the efficiency of the KSP algorithm.

6.2.2 Analysis of the KSP Algorithm

The time complexity of KSP algorithms is much higher than shortest path algorithms, and it differs with different algorithms. General labelling KSP algorithms take longer execution time but the time complexity can be reduced by advanced data structure. For example, David Eppstein (1997) stated in his paper that the K shortest paths can be found in total time of $O(m+n\log n + Kn)$ for the worst case. Deviation algorithms takes shorter execution time. Martins et al (2000) developed a new implementation of Yen’s ranking loopless paths algorithm which takes $O(Kn(m+n\log n))$ computational time.

The KSP algorithm developed by the author is based on the general label setting algorithm, so that the computational complexity is similar to the generalized Dijkstra’s shortest path algorithm.

6.3 Comparison of Results

According to the experimental results, the single-purpose algorithms work much more efficiently than the KSP algorithm. However, the longer execution time of the KSP algorithm is expected as the multi-objective algorithm finds several required routes at the same time. And from an academic point of view, multi-criteria shortest path(s) algorithms for public transportation networks have great research potential and consequently will lead to a great commercial potential as well. Detailed comparison of computational runtime between the KSP algorithm and those single-purpose shortest path algorithms can be found in the Table 3 and Table 4.

<table>
<thead>
<tr>
<th>Single Purpose Algorithms’ Average Runtime (sec)</th>
<th>Earliest arrival</th>
<th>Minimum walking</th>
<th>Minimum bus-change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short ($\leq 10$ bus stops)</td>
<td>0.08</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>Medium ($\leq 20$ bus stops)</td>
<td>0.60</td>
<td>0.61</td>
<td>0.64</td>
</tr>
<tr>
<td>Long ($\geq 30$ bus stops)</td>
<td>0.84</td>
<td>0.86</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 3: Executive Time of Single-purpose Algorithms
<table>
<thead>
<tr>
<th></th>
<th>KSP Algorithms’ Average Runtime (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K=2</td>
<td>K=3</td>
</tr>
<tr>
<td>Short (&lt; 10 bus stops)</td>
<td>2.80</td>
</tr>
<tr>
<td>Medium (&lt; 20 bus stops)</td>
<td>8.96</td>
</tr>
<tr>
<td>Long (&gt; 30 bus stops)</td>
<td>21.60</td>
</tr>
</tbody>
</table>

Table 4 : Executive Time of KSP Algorithms

8 FUTURE WORK

The objective of this research is to develop an efficient algorithm to accommodate public transportation users’ preferences in the real world. Therefore, the next stage of the research will largely focus on improving the efficiency of both single-purpose algorithms and the KSP algorithm.

Both types of algorithm do not take the time uncertainty factor and real-time bus location information into account, so that the time uncertainty factor will be introduced to both the single objective and KSP algorithms. The efficiency of the algorithms will be improved by investigating different hierarchical methods. Neural networks, distributed and parallel computing systems will be investigated and implemented one after another until a satisfying performance is gained.
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