Modeling Variation of Performance Metric of Distributed Memory Heterogeneous Parallel Computer System Using Analytic and Recursive Models
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Abstract— In a heterogeneous parallel computer system, the computational power of each of the processors differs from one another. Furthermore, with distributed memory, the capacity of the memory, which is distributed to each of the processors, differs from one another. Using queuing system to describe a distributed memory heterogeneous parallel computer system, each of the heterogeneous processors will have its own heterogeneous queue. The variation of a performance metric of heterogeneous parallel computer system with distributed memory needs to be modeled because it will help designers of parallel computer system to determine the extent of variation of a performance metric. It will also help users to know when to realize minimum variation of a performance metric. This paper models the variation of a performance metric of distributed memory heterogeneous parallel computer system using analytic and recursive models.
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I. INTRODUCTION

A heterogeneous parallel computer system is one in which the computational power of each of the processors differs from one another. With distributed memory, it means that each of the heterogeneous processors has its own memory. Describing the system using queuing network, each of the processors has its own queue. With a round robin scheduling algorithm, processes can be scheduled to the various parallel processors, whenever a process needs to perform an I/O operation, it joins the appropriate I/O queue. Therefore, the queuing network of a heterogeneous parallel computer system consists of parallel processors, parallel processor queues, I/O processors and I/O queues. Suppose there are n different parallel processor queuing systems and k different I/O queuing systems. A queuing system in this context is defined as a processor, together with its own queue. We also assume that the various queues are finite [1, 2, 3, 4] i.e. there is a limit to the number of jobs that can be admitted into the queues, and negligible communication overhead. Suppose X₁, X₂, X₃, …, Xₖ, Xₖ₊₁, Xₖ₊₂, Xₖ₊₃, …, Xₖ₊₉ are the maximum number of processes that can be admitted into the respective queues. We assume that processes arrive at the various queues according to Poisson distribution, and they are serviced according to exponential distribution [5, 6]. Figure 1 illustrates a model of the queuing network of a heterogeneous parallel computer system with distributed memory.

Figure 1: Queuing network of a heterogeneous parallel computer system with distributed memory.
II. STATEMENT OF THE PROBLEM

Though analytic queuing method can be used to model the performance of a heterogeneous parallel computer system with distributed memory, however, it may not be possible to model some performance metrics of heterogeneous parallel computer, like variation of a performance metric. The reason is because the analytic method cannot determine the exact convergence of some mathematical series that are used in modeling the variation of a performance metric of a heterogeneous parallel computer system. Therefore, there is the need for the use of another model, rather than analytic model. The use of efficient linear recursive model [9] can efficiently model the variation of a performance metric of a distributed memory heterogeneous parallel computer system, because recursive models can be used to determine the exact convergence of any series used in modeling the variation of a performance metric of distributed memory parallel computer system.

III. LITERATURE REVIEW

Queuing approach has been used extensively in the literature to model the performance of computer systems. However, this has been done in different ways and for different models of computer systems. In [20], the authors used a recursive computation approach to solve the steady state equations, thereby leading to the modeling of the various performance metrics of a multi-terminal system that is subject to breakdown. Furthermore, the author in [24] used a rigorous approach to model the performance of heterogeneous parallel computer system without introducing any constraint on the kind of interconnection between the heterogeneous nodes. Furthermore, in [24], systems with the same interconnection speed were considered when modeling the performance of heterogeneous parallel computer system. The authors in [25] looked at alternative ways of measuring the performance of heterogeneous parallel computer system, by modeling linear speed and linear efficiency using simulation-modeling techniques. In [26], the author showed that Little’s formulae could be universally applicable, if properly interpreted to take account of state-varying entrance rates, batch arrivals, and multiple customer classes. In [27], the author confirmed that Little’s formula could be applied to very general queuing systems (not just M/M/1), even whole networks! The authors in [28] considered a new performance metric, variation of the computing power as a unique performance metric that is ideal for a heterogeneous network of workstations, though an approach different from queuing approach was used to do this. In [29], analytic models were used to model the performance of computer intensive applications of parallel computers, while [30] used recursive models only to evaluate the performance of compute intensive application of a parallel computer system. In [31], recursive models were used to evaluate the performance of heterogeneous parallel computer system with distributed memory.

IV. METHODOLOGY

This paper models the variation of a performance metric of distributed memory heterogeneous parallel computer system. A queuing approach, with finite queues has been used to achieve the above aim, with parallel processors depicting parallel servers. The statistical method of probability density function and other probability theory concepts have used [15, 23]. A novel method of deriving the recursive model that determines the xth terms and the convergence of important mathematical series has been used to develop the recursive models. The simulation of the models on the computer has been done using Java programming language and the statistical regression/trend line analysis has been used to analyze the results of the simulation [11].

V. DEVELOPING THE MODELS

As a result of the use of the above methodologies, the following models have been developed for one queuing system and for all the queuing systems of the queuing network.

A. Models Based on a Queuing System

The following models have been developed for one queuing system

- Probability Density Function of the Number of Processes in a Queue.

Let \( X_i \) denotes the maximum number of processes that can be in the \( i \)th finite queuing system at any time [12, 13, 14]. Suppose the arrival rate, \( \lambda_{xi} \) when \( x_i \) processes are in the \( i \)th queuing system of the queuing network be described as:

\[
\lambda_{xi} = \begin{cases} 
\lambda_i, & x_i = 0,1,2,3,...,X_i - 1 \\
0, & \text{otherwise} 
\end{cases} 
\]

Since the various processors are heterogeneous, therefore, it implies that the departure rate will vary, which can be described as:

\[
\mu_{xi} = \begin{cases} 
\mu_i, & x = 1,2,3,4,...,X_i \\
0, & \text{otherwise} 
\end{cases} 
\]

Using the steady state probability as stated in [7, 16] the probability that \( x_i \) processes will be in the \( i \)th queuing system is:

\[
P_{xi} = \begin{cases} 
\rho_i^x P_{0i}, & x \leq X_i \\
0, & \text{otherwise} 
\end{cases} 
\]

The utilization factor for the \( i \)th queuing system, \( \rho_i \) is defined as:

\[
\hat{\lambda}_i. 
\]

To obtain the value of \( P_{0i} \) in equation (3), we sum all \( \mu_i \) the probabilities for the \( i \)th queuing system and equate it to 1. This implies that:
\[ \sum_{x=0}^{X_i} P_{x,i} = 1. \] \hspace{1cm} (4)

From equations (3) and (4), it implies that:
\[ P_{x,0} + P_{x,1} + P_{x,2} + \ldots + P_{x,X_i} = 1. \] \hspace{1cm} (5)

Factorizing equation (5), it implies that
\[ P_{0i}(1 + \rho_i + \rho_i^2 + \rho_i^3 + \ldots + \rho_i^X_i) = 1. \] \hspace{1cm} (6)

Analytically, the series in equation (6) converges to:
\[ \frac{1 - \rho_i^{X_i + 1}}{1 - \rho_i}, \quad \text{provided that} \quad \rho_i \neq 1, \quad \text{otherwise it converges to} \quad X_i + 1. \]

It implies that
\[ P_{0i}(1 - \rho_i^{X_i + 1}) = 1, \quad \text{when} \quad \rho_i \neq 1 \quad \text{and} \quad P_{0i}(X_i + 1) = 1, \quad \text{when} \quad \rho_i = 1. \]

Solving for \( P_{0i} \), we have that:
\[ P_{0i} = \left\{ \begin{array}{ll}
1 - \rho_i^{X_i+1}, & \rho_i \neq 1 \\
1, & \rho_i = 1
\end{array} \right. \] \hspace{1cm} (7)

Using equation (7) in equation (3), we have the following:
\[ P_{x,i} = \left\{ \begin{array}{ll}
\rho_i^x (1 - \rho_i), & \rho_i \neq 1, \quad x = 0, 1, 2, 3, \ldots, X_i \\
1 - \rho_i^{X_i+1}, & \rho_i = 1
\end{array} \right. \] \hspace{1cm} (8)

Equation (8) is the probability density function that models the probability that \( x_i \) processes will be admitted in the \( i \)th queuing system.

- **Average Number of Processes in One Queuing System.**

Furthermore, the average number of processes in the \( i \)th queuing system (i.e. the queue and the processor) can be described statistically as expectation of \( X_i \), where \( X_i \) is the random variable that denotes the number of processes in the \( i \)th queuing system. This can be written as
\[ E(X_i) = \sum_{x=0}^{X_i} x_i P_{x,i}. \] \hspace{1cm} (9)

Using equation (8) in equation (9), we obtain the following:
\[ E(X_i) = \sum_{x=0}^{X_i} \left( x_i \rho_i^x (1 - \rho_i) \right) \rho_i \neq 1, \quad x_i = 0, 1, 2, 3, \ldots, X_i \] \hspace{1cm} (10)

Equation (10) can be simplified as:
\[ E(X_i) = \left( \frac{1 - \rho_i}{1 - \rho_i^{X_i+1}} \right) \rho_i \sum_{x=0}^{X_i} x_i P_{x,i}. \] \hspace{1cm} (11)

A recursive model has been used in [30,31] to determine the convergence of the series in equation (11). The recursive model is called Sum2\((X_0, \rho_i)\), and it is given as:
\[ 1, \quad X_i = 1 \] \hspace{1cm} (12)

Term2\((X_i)\) and are given as:
\[ 1, \quad X_i = 1 \] \hspace{1cm} (13)

and term1\((X_0, \rho_i)\) is defined below as:
\[ 1, \quad X_i = 0 \] \hspace{1cm} (14)

Therefore, using equation (12) in equation (11), we obtain:
\[ E(X_i) = \left( \frac{1 - \rho_i}{1 - \rho_i^{X_i+1}} \right) \rho_i \sum_{x=0}^{X_i} x_i P_{x,i}. \] \hspace{1cm} (15)

**B. Models Based on The Whole Queuing Network.**

Having developed the models for the performance metrics of one queuing system, these models can be extended to the whole queuing systems of the queuing network of a heterogeneous parallel computer system. It is necessary to define \( \delta_i \) as the probability that a process will join the \( i \)th queue after each cpu burst, and \( \delta_i \) as the probability that the execution of a process has been completed. Arrival of processes into the various parallel processor queues can come from the outside world or from the various I/O queues or from the particular parallel processor, at the expiration of the time quantum for that process. Let \( \lambda_i \) be the rate of arrival of processes into the \( i \)th queuing system, and \( \bar{\lambda} \), the rate of arrival of processes from the outside world. Under the steady state, when we
consider the queuing network, the overall utilization factor has been defined in [31] as:

\[ \rho_i = \begin{cases} \frac{\lambda}{\delta_0 \mu_i}, & i = 0 \\ \frac{\lambda \delta_i}{\delta_0 \mu_i}, & i = 1, 2, 3, \ldots, n + k \end{cases} \]  

(16)

- Variation of Average Number of Processes in all the Queuing Systems of the Queuing Network

Suppose \( x_i \) is the random variable that denotes the number of processes in the \( i \)th queuing system. Therefore, another random variable, \( Y \), can denote the average number of processes in the \( i \)th queuing system. Therefore, the variation of the average number of processes in all the queuing systems of the queuing network, as:

\[ Y = \frac{\sum_{i=1}^{n+k} x_i}{n+k} \]  

(25)

Therefore, the variation of the average number of processes in all the queuing systems of the queuing network can be defined statistically as:

\[ VAR(Y) = VAR \left( \sum_{i=1}^{n+k} x_i \right) \]  

(26)

Using one of probability theory laws in [23], we obtain:

\[ VAR(Y) = \frac{1}{(n+k)^2} \sum_{i=1}^{n+k} VAR(x_i) \]  

(27)

From [23], the variance can be defined statistically as:

\[ VAR(x_i) = E(x_i^2) - (E(x_i))^2 \]  

(28)

Simplifying equation (28) further, we obtain:

\[ E(x_i^2) = \sum x_i^2 P(x_i) \]  

(29)

Using equation (8) in equation (29), we obtain:

\[ E(x_i^2) = \sum_{k=1}^{X_i} \left( x_i \rho_i \frac{(1-\rho_i)}{1-\rho_i^{x_i+1}} \right) \]  

(30)

Simplifying equation (30), we obtain:

\[ E(x_i^2) = \frac{1-\rho_i}{1-\rho_i^{x_i+1}} \left( 1 + 2 \rho_i^{x_i} + \rho_i^{2x_i} + \rho_i^{3x_i} + \ldots + X_i \rho_i^{x_i} \right) \]  

(31)

Simplifying equation (31) further, we obtain:

\[ E(x_i^2) = \frac{1-\rho_i}{1-\rho_i^{x_i+1}} \left( 1 + 2 \rho_i^{x_i} + \rho_i^{2x_i} + \rho_i^{3x_i} + \ldots + X_i \rho_i^{x_i} \right) \]  

(32)

Factorising equation (32), we obtain:

\[ E(x_i^2) = \frac{1-\rho_i}{1-\rho_i^{x_i+1}} \left( 1 + 4 \rho_i^{x_i} + 9 \rho_i^{2x_i} + \rho_i^{3x_i} + \ldots + X_i \rho_i^{x_i} \right) \]  

(33)

The convergence of the series may be difficult or impossible to obtain analytically; therefore we seek for its convergence using recursive models. The same approach used earlier can be used to determine the convergence of the series, \( \left( 1 + 4 \rho_i + 9 \rho_i^{2x_i} + \rho_i^{3x_i} + \ldots + X_i \rho_i^{x_i} \right) \). The series can be considered as two sequences, which are: sequence1 = 1, 4, 9, 16, \ldots, \( X_i^2 \), while the other sequence is: sequence2 = \( (1, \rho_i, \rho_i^2, \rho_i^3, \ldots, \rho_i^{x_i-1}) \).

The recursive model that can be used to determine the xth terms of sequence1 can be obtained by adding 2X-1, which is the common difference between the xth term and the (x-1)th term to the (x-1)th term of the sequence. The recursive model can be represented as shown below in equation (34), as:

\[ 1, X_i = 1 \]  

(34)

\[ (2X-1) + \text{Term3}(X_i-1), X_i \neq 1 \]

The recursive model that determines the xth terms of sequence2 has been developed in equation (14). Therefore, combining equation (30) and equation (14), the series in equation (33) converges to this recursive model, called \( \text{Sum3}(X_i, \rho_i) \), which is shown below as:

\[ 1, X_i = 1 \]  

(35)

\[ (2X-1) + \text{Term3}(X_i-1), X_i \neq 1 \]

Therefore, using equation (35) in equation (33), we obtain:

\[ E(x_i^2) = \frac{1-\rho_i}{1-\rho_i^{x_i+1}} \rho_i \text{Sum3}(X_i, \rho_i) \]  

(36)

Using equations (15) and (36) in equation (28), we obtain:

\[ VAR(x_i) = \frac{1}{(n+k)^2} \left( \rho_i \left( 1 - \rho_i \right) \text{Sum3}(X_i, \rho_i) \right) \]  

(37)

Therefore, using equation (37) in equation (27), we obtain:

\[ VAR(Y) = \frac{1}{(n+k)^2} \left( \rho_i \left( 1 - \rho_i \right) \text{Sum3}(X_i, \rho_i) \right) \]  

(38)
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Equation (38) models the variation of the average number of processes in all the queuing systems of the queuing network by combining analytic and recursive models.

**VI. RESULTS OF THE SIMULATION**

The result of the simulation was analyzed to determine how variation of the performance metric under consideration changes as a particular parameter varies, while other parameters remain constant [10]. Figure 2 shows the result of the simulation, if the probability of a process leaving the system is known to be 0.2 and the probabilities that a process will join the first and second queues are 0.775 and 0.025, respectively. Suppose the first processor is a high-speed processor with high departure rate of 30, while the second processor is a low speed processor with a low departure rate of 10. Suppose the arrival rate in the system from the outside world is 4 and maximum number of processes to be allowed into first queue is 20, while maximum number of processes to be allowed into the second queue is 5. The experimental trials were carried out several times, in each trial, the arrival rate was changed, and the corresponding variation was obtained as the result of the simulation.

![Figure 2: Variation Against Arrival Rate](image)

The result shows that for non-compute intensive application, where the overall utilization factor of each of the processors is less than 1, increasing the departure rate will lead to a corresponding increase in the variation of the performance metric of the heterogeneous parallel computer.

Furthermore, figure 3 shows the simulation result when we keep the following input parameters constant, the probability that a process will leave the network is 0.2, while the probability of a process going to queue 1 and 2 is 0.4. The maximum number of processes that can be in queue 1 and 2 are 15 and 14, respectively. By changing the departure rates of the two processors, we obtain the corresponding variation of the performance metric, as shown in figure 4. The result shows that for non-compute intensive application, increasing the speed of the various processors will lead to a corresponding decrease in the variation of the performance metric under consideration.

**VII. SUMMARY AND CONCLUSION**

This paper has been able to model the variation of a performance metric of heterogeneous parallel computer system with distributed memory by combining analytic and recursive models, using queuing approach. The models have been simulated on the computer and the results of the simulation have been analyzed in order to determine when to realize minimum variation.
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