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Abstract — A new algorithm for license plate character recognition system is proposed on the basis of Signature analysis properties and features extraction. Signature analysis has been used to locate license plate region and its properties can be further utilised in supporting and affirming the license plate character recognition. This paper presents the implementation of Signature Analysis combined with Features Extraction to form feature vector for each character with a length of 56. Implementation of these two methods is used in tracking of vehicle’s automatic license plate recognition system (ALPR). The developed ALPR comprises of three phase. The recognition stage utilised the vector to be trained in a simple multi-layer feed-forward back-propagation Neural Network with 56 inputs and 34 neurons in its output layer. The network is trained with both ideal and noisy characters. The results obtained show that the proposed system is capable to recognise both ideal and non-ideal license plate characters. The system also capable to tackle the common character misclassification problems due to similarity in characters.
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I. INTRODUCTION

A rapid technical growth in the area of computer image processing has increased the need for an efficient and affordable security, thus resulted in the evolution of different kinds of solution based on computer image analysis. One type of these solutions is automatic license plate character recognition (ALPR). ALPR is a crucial subject of research due to its wide market applications to meet specific demands such as automatic system steering to access protected area, route traffic monitoring system, electronic payment system (toll fee, parking fee payment) and etc. Therefore, image processing based algorithm is feasible to develop a vehicle license plate recognition system. The aim of this project is to design a system to detect and recognise a vehicle’s license plate.

The rest of the paper is organised as follows. The next section comprises of a review of other related works that have been addressed in the literature. Section III presents the overall system and its three phases. Phase one and phase two of license plate localisation and segmentation are presented in [1]. Phase three of the system which is the license plate character recognition system and its main methods are discussed thoroughly here. Experimental results, restrictions and discussions will be delivered in Section IV to manifest feasibility of the system. Overall project and future extensions are presented in Section V.

II. REVIEW OF OTHER RELATED WORK

Recognition algorithm covered in existing research are basically comprised of several processing steps, such as tracking and localisation of vehicle, detecting license plate, extraction of license plate region, character segmentation and recognition of each character. The main intention of this section is to provide a brief reference source for the researchers regarded in character recognition, despite of any specific application fields (i.e. optical character recognition (OCR), handwriting recognition, printed character and etc.).

Gabor filter is a linear filter used for edge detection. In the spatial domain, a 2D Gabor filter is a Gaussian kernel function modulated by a sinusoidal plane wave. Gabor filter has been one of the major tools for texture analysis. This method has the privilege of analyzing texture in a limitless number of directions and scales. This filter has been applied to various applications such as, texture analysis [2], tracking object in motion [3] and face recognition [4]. Gabor Transform has been used to locate license plate as presented in [5]. This method is time consuming, although the results were encouraging [6]. Conventional Gabor filter also has been enhanced based on features extraction to tackle recognition of low resolution grey character [7]. The authors indicate that the test results are very effective in character recognition.

Multi layer perceptron Neural Networks were used for character recognition as in [8] and [9]. Generally, error backpropagation is used to train this kind of networks. The network needs to be trained for many training cycles in order to reach a good performance. This method has its advantage as the network can be trained with both noise or without noise. Although in some papers shows that the training is rather time consuming.

In [9] an automatic recognition of Arabic printed text is developed using Neural Networks. The authors points out the advantages of the network architecture such as it combines both rule-based (structural) and classification tests, feature extraction is inexpensive and the execution time is independent of character font and size. A three layer Artificial Neural Network (ANN) was used for Arabic words classification. In spite of the enormous research done on this paper, the authors claim that the recognition of Arabic characters is still in its infancy.
Genetic Algorithm (GA) is a search heuristic that imitates the process of natural evolution. Basically, this heuristic is used to render practicable solutions for optimization and search problems. A conventional genetic algorithm requires two elements; a genetic representation of the solution domain and a fitness function to evaluate the particular solution domain. In [10], a genetic algorithm in the pattern of cellular automata and through Conway’s rules of the game of life is applied to generate a system of printed Thai character recognition. The system proposed consisted of two main parts; recognition training and recognition testing. With sample data as large as 1015 printed Thai character tested, the authors found out that the system could recognise 986 characters, which is 97.14% success. The system rejected 6 characters which is 0.59% and the misrecognised 23 characters, 2.27%. As for the average execution time was 85 seconds per character.

A simple and fast recognition method is pattern matching. The idea behind the execution of a correlation based on the identification scheme is simple. Two template pools are used to construct a template consisting of all the possible values for the letters, and one of all the values of the digits. Once the character is segmented, the normalized correlation coefficient between the image of the character and the appropriate template pool is computed. This method can be used to evaluate the correlation coefficient between a number of known images with the same size unknown images or parts of an image with the highest coefficient between the images and producing the best match [11]. Pattern matching or also known as template matching is also implemented successfully in [12], [13] and [14].

In this paper, an algorithm implementing Signature Analysis properties and features extraction is considered for license plate character recognition. Signature Analysis has been used in [15] for license plate region localisation and further extends here to enhance the recognition process.

III. METHODOLOGY

The license plate detection and recognition system comprises of three phases. TABLE I outlined the overall system and its approaches.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vehicle license plate localisation</td>
</tr>
<tr>
<td>2</td>
<td>License plate segmentation</td>
</tr>
<tr>
<td>3</td>
<td>License plate character recognition</td>
</tr>
</tbody>
</table>

Phase one is the vehicle’s license plate localisation as presented in [1]. Phase two is license plate segmentation and follows by phase three which is the license plate character recognition. The license plate character recognition sequence, which is proposed in this paper, consists of three distinct parts. The first one deals with the further usage of properties obtained from Signature Analysis as presented in [15]. The second part includes operations of thinning algorithm on the signature. Finally, the third part deals with the thinned character, where its features will be extracted to be trained in a simple ANN. Methods used in both phase 1 and phase 2 of the system are described thoroughly as in [1]. Hence, this section is focus on phase three of the developed system. Signature Analysis, the main algorithm that has been used extensively as in phase one is briefly discussed here, and its contribution in phase three is highlighted in this section.

A. Signature Analysis

The fundamental idea of Signature Analysis as presented in [15] and [16] comes from the general assumptions such as; the license plate is in a rectangular region mostly filled with characters. Additionally, the plate is set near the vertical axis of the vehicle and the characters should have higher distinctive intensities from its background.

![Figure 1. Example of Signature Analysis.](image-url)
Hence, the license plate text forms a dense region of vertical strokes and this unique pattern is identified as the signature of a license plate.

Hypothetically, license plate also can be viewed as irregularities in the texture of the image and therefore abrupt changes in the local characteristics of the image, manifest probably the presence of a license plate [5]. Based on the above, this paper proposes recognition technique by means of Signature Analysis properties as obtained in [15].

The bounding box is referring to the minimum rectangular box that is capable to encapsulate the whole character image. The properties obtained in Signature Analysis are used to form the width-to-height (WH) ratio and later on to be trained in a simple ANN for recognition purpose.

Fig. 1 shows examples of ‘signature’. Input image frame is extracted to perform background subtraction and converted to grayscale. Next, the intensity of each pixel value is projected. As depicted from the examples, darker region in the image would produce lower intensity and vice versa. Thus, the license plate region would be able to locate by searching for the dense region of vertical strokes.

Fig. 2 shows how the properties obtained in Signature Analysis are used to form the WH ratio and later on to be trained in a simple ANN for recognition purpose. The size of this bounding box is crucial as only a certain WH ratio of the bounding box as shown in (1) will be considered in thinning and recognition stage. WH ratio is defined as ratio of bounding box width, \( w \), to bounding box height, \( h \), of that object. This approach can be beneficial since size of each character may vary at each iteration as the vehicle moving forward approaching the camera or driving away leaving the camera sight of view.

Therefore, having the ratio of the character can assure and prevent false recognition by taking the advantage of Signature Analysis approach that has been used in vehicle localisation. Moreover, the properties ready in the computation memory may speed up the recognition procedure.

\[
\frac{W}{h} = \frac{w}{h}
\]  

(1)

**B. Thinning Algorithm**

Thinning algorithm is performed on the segmented character before it is fed to the ANN for training. This morphological operation successively removes the pixels so that an object without holes shrinks to a minimally connected stroke erodes away the foreground pixels until they are one pixel width ‘skeleton’. On the other hand, an object with holes shrinks to a connected ring halfway between each hole and the outer boundary.

In this algorithm, region points are assumed to have value ‘1’ and background ‘0’. The iterative method consists of successive passes, where certain conditions have to be met in order for the point to be deleted (inverted). The definition of a contour point is any pixel with value ‘1’, that has at least one pixel in the 8-neighbour valued ‘0’. Fig. 3 shows a pixel \( p \) is examined for deletion, and the 8-neighbours pixels in its 3x3 windows.

The result has several advantages; it preserves the Euler number, retains the topology of the original object, and forces the ‘skeleton’ being in the middle of the segmented character.

Moreover, thin-line images of elongated forms would be more amenable to extraction of critical features such as end points, junction points and connection among the pixels. In detecting and tracking a moving vehicle’s license plate, angles and distance from the camera influenced the quality of the extracted license plate; as the width of the characters may be differ from one and another.

Firstly, the image is divided into two distinct subfields in a checkerboard pattern. If one or more conditions are violated, the value of the point in question is unchanged. If all of the three conditions as defined in (2), (4) and (7) are satisfied then the point is flagged for deletion. However the point is not deleted until all border points have been processed [17].

Fig. 4 shows iterations of thinning algorithm performed on character ‘S’ by using the derived equations. The iterations are repeated until the image stops changing. It is perceivable that from the 4th iteration and onwards, the image stops changing. Once all border points are processed, results from first sub-iteration is applied, then follow processing the conditions in second sub-iteration. This routine covers one iteration of the algorithm, which is then repeated for each point.
Figure 4. Thinning of character ‘S’.

The first condition G1, defined the crossing number as the number of times one crosses over from a white point to black point when the points in the 8-neighbours are traversed in order. Therefore,

Condition G1:

\[ X_H(p) = \sum_{i=1}^{4} b_i X_H(p) \]  \hspace{1cm} (2)

where,

\[ b_i = \begin{cases} 
1, & \text{if } x_{i+1} = 0 \text{ and } (x_3 = 1 \text{ or } x_{i-1} = 1) \\
0, & \text{otherwise} 
\end{cases} \]  \hspace{1cm} (3)

Here \( x_1, x_2, x_3, \ldots, x_8 \) are the values of the eight neighbours of \( p \), starting with the east neighbour and numbered in counter-clockwise order.

Condition G2:

\[ 2 \leq \min \{ n_1(p), n_2(p) \} \leq 3 \]  \hspace{1cm} (4)

where,

\[ n_1(p) = \sum_{k=1}^{4} x_{2k-1} \vee x_{2k} \]  \hspace{1cm} (5)

\[ n_2(p) = \sum_{k=1}^{4} x_{2k} \vee x_{2k+1} \]  \hspace{1cm} (6)

Condition G3:

\[ (x_8 \vee x_7 \vee x_4) \wedge x_5 = 0 \]  \hspace{1cm} (7)

C. Features Extraction

Features extraction is an approach used to extract geometric features of the character contour. After the shortest matrix for the character skeleton is found, the image is zoned into 9 equal size windows. Features extraction is applied on the individual zones rather than the whole image. This approach also concentrates on the positional features of the character skeleton which gives more information about the fine detail.

For instance, Fig. 5 shows that the horizontal line segment occurs in the upper zones, central zones and lower zones of character ‘T’, ‘H’ and ‘L’ respectively. On the other hand, a diagonal line segment may occur in character such as ‘2’ and ‘7’.

To extract different line segments in a particular zone, the entire skeleton in that zone should be traversed. A technique as proposed in [18] is applied in this paper in order to find the line segment. The segmented line segment is further classified into four different line types; horizontal line, vertical line, right diagonal line and left diagonal line. Hence, a direction vector is extracted from each line segment which will aid in defining each line type. A rule is required to specify the position of neighbouring pixel with respect to the centre pixel under consideration.

Fig. 6 illustrates the line segment analysis, with ‘C’ represents the centre pixel and the neighbouring pixels are numbered in a clockwise manner starting from pixel below the central pixel. The algorithm is programmed to traverse through the entire pixels in the line segments in the order they form the line segment. Evaluation of line type and its direction is analyzed by using (8). The first pixel to be analysed is from column zone1 of character ‘S’, \( (5, 11) \).

\[ \text{line \_ direction} = \text{next \_ pixel} - \text{current \_ pixel} \]  \hspace{1cm} (8)

Line type for each segment is classified based on maximum of occurrence of the direction type. As for example in Fig. 6, maximum occurring direction type is 6 and 2, then the line type will be classified as right diagonal. After the line type for each segment in each zone is determined, a feature vector is formed based on this information.

To enhance the recognition purpose, certain features such as Euler Number were extracted for the entire image based on the regional properties. Euler Number is defined as the difference of number of objects and number of holes in a particular image.

TABLE II shows examples of input characters and its Euler Number.

![Figure 5. Character zoning.](image-url)
With all the information gathered based on Signature Analysis, and the characters’ features, now the data is ready to be trained in a simple ANN. Every character has a feature vector corresponding to it with a length of 56.

### D. Neural Network Architecture

In this paper, a simple multi-layer feed-forward back-propagation Neural Network with 56 input and 34 neurons in its output layer is used to identify the letters. The log-sigmoid transfer function at the output layer was picked because its output range (0 to 1) is perfect for learning to output Boolean values. The hidden layer has 10 neurons. The numbers of hidden layers as well as the respective neurons were defined after a trial and error procedure. The network is trained to output 1 in the correct position of the output vector and to fill the rest of the output vector with 0’s.

The network is trained with both ideal and noisy vectors (characters). Firstly, the network is trained on ideal vectors until it has a low sum-squared error. Then the network is trained on 136 of both ideal and noisy vectors.

### IV. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed system has been prototyped using Matlab 7.10 (R2010a) running in 32 bit and MySQL Community Server Version 5.1.29. The architectures of this simulation test include CPU Intel Core 2 Duo and 2GB of server memory. The sample of data is taken by using Canon PowerShot S90 and adjusted to acquire 640 x 480 pixels video with 30 fps. The camera is set to record the moving vehicle, while the angle of view is changed according to the observational setup. The distance between the camera setup and the vehicle varied from 2 to 10 meters at a height of 1.5-1.8 meters from the ground.

TABLE III demonstrates the overview of analysis and tests to be performed. Test 1, Test 2 and Test 3 are applied in phase one, used to justify the performance in vehicle license plate localisation.

The fourth test is applied to evaluate the performance of the character recognition system with variety of test inputs given to it. Test 4-A, Test 4-B and Test 4-C evaluate the performance of phase three, a neural network with input of 56-elements vector (obtained from Signature Analysis properties and features extraction) in recognising non-ideal characters.

Fig. 7 shows the results of Test 1. The results show that the proposed system was successfully tracking and locating the license plate.

However, it is noticeable that in the first iteration, the license plate cannot be localised because of several factors such as: distance from the camera, camera’s illumination self-adjustment, deficiency of perceptual information etc. As a vehicle driving away from the system’s field of vision, the proposed system started to fail in detecting license plate correctly. This is due to a weak signature generated from the image.

In a case of a vehicle making a turn as shown in Fig.7, the side view of the license plate prevents the system from detecting and generating a strong signature or in this case no signature is generated at all.

A signature can be generated as soon as the front part of the vehicle moving towards the system’s field of vision thus granting the system to gain a full view of the license plate.

### TABLE III. OVERVIEW OF ANALYSIS AND TESTS

<table>
<thead>
<tr>
<th>Test and Analysis Performed on the Developed System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
</tr>
<tr>
<td>Test 2</td>
</tr>
<tr>
<td>Test 3</td>
</tr>
<tr>
<td>Test 4-A</td>
</tr>
<tr>
<td>Test 4-B</td>
</tr>
<tr>
<td>Test 4-C</td>
</tr>
</tbody>
</table>
Fig. 8 shows the test results of Test 2. The Improved Connected Component Analysis (ICCA) that has been developed by combining isotropic dilation approach and the conventional Connected Component Analysis (CCA) is used to identify the two moving vehicles.

After the improvement, the non-unique components are detected as part of the same vehicle. However, the system is failed to locate the license plate of vehicle 2 due to deficiency of perceptual information.

Another issue need to be considered in this field of research is when the two vehicles positioned in a way that overlapped with each other.

Fig. 9 shows the analysis and outcomes of Test 3. Frame 35th shows that the two vehicles are not overlapped with each other thus the enhanced labelling analysis labelled both the vehicles with cyan (vehicle 1) and yellow (vehicle 2) colour. Started from frame 55th and above, the two vehicles started to overlapped and labelled with cyan colour. Therefore, a procedure is performed to check for overlapping of the bounding box edges. In frame 115th, the added procedure successfully distinguished vehicle 2 which is totally overlapped behind vehicle 1.
Fig. 10 shows character recognition experimental results based on the proposed algorithms. Sample of license plate characters were thinned before they were fed to the neural network for training. All tests were performed on the same data set.

Test 4-A shows successful recognition for ideal character input. Test 4-B shows an example of unsuccessful result, where character ‘8’ was misidentified as ‘D’ due to reflection from the surrounding light. Whereas, Test 4-C shows that the algorithm is capable to differentiate character ‘2’ correctly although it can be easily misclassified as ‘Z’. Features extracted from each zone gave more details on all the lines and points that form a particular character, and thus leads to more reliable character recognition.

It is noticeable that the restrictions of the proposed algorithm in phase three are strongly related to the environmental conditions during the acquisition setup. As execution time for character recognition is still a crucial criterion that needs to be improved, thus this paper has proposed several steps to decrease the execution time to a minimum value.

The developed system is tested on 50 samples of data taken around the campus area. TABLE IV demonstrates the analysis of the conventional CCA and the ICCA. The analysis shows an improvement of 32% in license plate localisation by using adaptive searching of Signature Analysis - Improved CCA (SAICCA) [1].

TABLE V shows the performance analysis of the overall license plate recognition system. The SAICCA approach used in phase one of the system yields a good result without compromising too much of the overall execution time.

### TABLE IV. ANALYSIS OF CONVENTIONAL CONNECTED COMPONENT ANALYSIS AND THE IMPROVED CONNECTED COMPONENT ANALYSIS

<table>
<thead>
<tr>
<th>Phase</th>
<th>Test of efficiency</th>
<th>No. of sample</th>
<th>No. of successful sample</th>
<th>Successful rate</th>
<th>Ave. execution time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1: License plate localisation</td>
<td>Vehicle localisation via conventional Connected Component Analysis (CCA)</td>
<td>50</td>
<td>30/50</td>
<td>60%</td>
<td>34.4</td>
</tr>
<tr>
<td></td>
<td>SAICCA with adaptive searching</td>
<td>50</td>
<td>46/50</td>
<td>92%</td>
<td>823.65</td>
</tr>
</tbody>
</table>

### TABLE V. PERFORMANCE ANALYSIS OF THE DEVELOPED SYSTEM

<table>
<thead>
<tr>
<th>Phase</th>
<th>Test of efficiency</th>
<th>No. of sample</th>
<th>No. of successful sample</th>
<th>Successful rate</th>
<th>Ave. execution time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1: License plate localisation - SAICCA with adaptive searching</td>
<td>50</td>
<td>46/50</td>
<td>92%</td>
<td>823.65</td>
<td></td>
</tr>
<tr>
<td>Phase 2: License plate character segmentation</td>
<td>46</td>
<td>39/46</td>
<td>85%</td>
<td>914.94</td>
<td></td>
</tr>
<tr>
<td>Phase 3: License plate character recognition</td>
<td>39</td>
<td>35/39</td>
<td>90%</td>
<td>645.8</td>
<td></td>
</tr>
<tr>
<td>Overall system</td>
<td>50</td>
<td>35/50</td>
<td>70%</td>
<td>3331.21</td>
<td></td>
</tr>
</tbody>
</table>

However, the successful rate in both phases two and three of the system are heavily rely on the clarity and sufficiency of the license plate perceptual information. Mainly the failure rate is due to overly inclined of the license plate and shattered pixels in the character itself.
V.  CONCLUSIONS

The intention of this paper is to investigate the possibility of designing a system for vehicle license plate character recognition system by using Signature Analysis properties and features extraction. The overall system comprises of three phases, namely vehicle license plate localisation, license plate segmentation and license plate character recognition system.

The methods used in phase three are discussed in this paper. The recognition sequence consists of three main parts. The existing Signature Analysis properties obtained from vehicle localisation process is gathered to be trained for the later character recognition. This approach may reduce the execution time of the overall system performance. Results of the overall system and its three phases are presented accordingly. There are some inevitable common failures that could occur in the proposed system. These failures are due to the fact that the plates were damaged or their physical appearances are not clear. Although in the first stage of the system, SAICCA achieved 92% of successful rate, however the performance of the overall system is very much affected by efficiency of the previous processing stage. To summarise, the developed system is viable to be implemented in a day to day natural scenes environment. The experimental results and characteristics of the system yields that it is feasible for localisation and recognition in both ideal and non-ideal environment. Processing time for a license plate localisation and recognition is still a crucial criterion that needs to be concerned. Therefore, this project has utilised several approaches to decrease the processing time to an optimal value. The proposed License Plate Character Recognition via Signature Analysis and Features Extraction has successfully recognised both ideal and non-ideal characters. The system also capable to tackle the common character misclassification problems due to similarity in characters such as ‘2’ and ‘Z’, ‘5’ and ‘S’, ‘8’ and ‘B’. This system needs to be further enhanced in the future to tackle the mentioned restrictions.
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