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Abstract— Mobile Ad hoc Networks (MANETs) have a dynamic topology due to the mobility of their nodes. This mobility makes 
routing more complicated. Moreover, the well known routing protocols are not able to offer QoS. To manage MANETs, clustering 
techniques can be used. The principle of clustering is to organize the network into a hierarchical structure. This last makes the 
hierarchical routing and optimizes bandwidth by minimizing the amount of information exchanged to maintain routing tables. 
Clustering techniques have several advantages. However, a reconfiguration of the system is inevitable because the association and 
dissociation of nodes, to and from clusters, perturb the stability of the network topology. In order to keep the topology stable as 
long as possible, cluster-heads are used and elected. These nodes form a dominant set and determine the topology and its stability. 
In this paper, we give an overview of proposed clustering algorithms up to this date and we present three clustering algorithms, 
MPWCA, WCA-L and MPWCA-L, that we have proposed in previous works. These algorithms are based on an on-demand 
distributed clustering algorithm for MANETs. Simulations are performed to evaluate the stability of the dominant set and the QoS 
in terms of packet delivery rate and overhead provided by our algorithms. We compare the results of the proposed approaches 
with the well-known clustering technique, WCA, using different performance metrics. Results show that our algorithms, and 
especially MPWCA-L, perform better than WCA. 
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† This paper is a revised and expanded version of paper [18] presented at the conference mentioned in references. 

I. INTRODUCTION 

Multi-hops wireless networks are mobile radio networks 
without infrastructure, which allows rapid implementation. 
They can also be connected to a LAN to extend the coverage 
of existing infrastructure. Entities may appear, disappear, and 
move independently of each other. The network topology is 
scalable. The terminals can communicate within the scope of 
their radio communication. A multi-hop communication 
scheme is necessary to allow communication of two remote 
correspondents. In this scheme, each terminal can be used as 
a router to relay communications from other terminals. The 
configuration of these multi-hop routes is carried out by a 
routing protocol. To be effective, these routing protocols 
should consider the intrinsic characteristics of the network 
(topology changing), terminals (memory size and limited 
computing capabilities...), and communication medium 
(limited bandwidth, interference...). 

 

Today there are many routing protocols for such 
networks. While these protocols are effective on sparse 
networks or those having small or medium size, none of 
them can be used on large scales because they generate too 
much traffic control or require large routing tables. To solve 
the problem of large scale routing, the proposed solutions 
have introduced a hierarchical routing by grouping 
geographically close entities in clusters. The hierarchical 
routing uses different routing schemes within clusters and 
between clusters. This approach allows each entity to store 
all the information of its cluster and only a part of the 
information of other clusters, and thus, enables network 
scalability.  

A multi-cluster wireless network should be able to 
dynamically adapt itself when network's configuration 
changes. Some nodes, known as cluster-heads, are 
responsible for the formation of clusters. The set of cluster-
heads is called Dominant set. A cluster-head is responsible of 
resource allocation for all nodes in its cluster.  
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Due to the dynamic nature of the mobile nodes, their 
association and dissociation, to and from clusters, perturb the 
stability of the network and thus, reconfiguration of cluster-
heads is often unavoidable. Various clustering techniques 
have been proposed. Most of these methods induce a very 
significant overhead due to signalling messages allowing 
nodes to identify them as well as messages exchanged during 
reconstruction of the hierarchy. None of these techniques has 
used a mechanism for estimating path nodes to limit the 
impact of this overhead.  

In this paper, we propose various algorithms to improve 
clustering techniques. Each one improves significantly one 
of the clustering phases (construction of the hierarchy or 
maintenance). The first approach decreases the overhead 
(caused by out-band signalling cluster-head) by reducing the 
frequency of signalling packets and by replacing dropped 
packets by the path estimation of the concerned cluster-head, 
using its past positions. In the second approach, we limit the 
cost of total reconstruction of the hierarchy.  

The remainder of this paper is organized as follows. 
Section II recalls the principles of the clustering algorithms 
and discusses some related works. In section III, we give a 
brief description of the well-known clustering technique 
WCA. Section IV describes our algorithm MPWCA-L which 
is a combination of our two proposed algorithms MPWCA 
and WCA-L. Section V presents performances evaluation of 
these algorithms and those of WCA and gives a comparison, 
using simulation of a several systems with various numbers 
of nodes. Section VI concludes our study. 

 

II. CLUSTERING ALGORITHMS AND RELATED WORKS 

A. Mobile Adhoc Clustering Algorithms Principle 

Clustering is to divide the network into groups of entities 
called clusters, giving the network a hierarchical structure 
(Fig. 1). Each cluster is represented by a special node called 
cluster-head. This node is elected as a cluster-head according 
to a specific metric or combination of metrics such as user 
name, degree, mobility, weight, density and others. The 
cluster-head acts as a local coordinator in the cluster. 

 
Cluster-heads can be used to: 

 Control the scheduling of the channel, 
 Control energy consumption, 
 Maintain frame synchronization, 
 Improve reuse of code and time, 
 Serve as a regional broadcaster. 

 
A clustering algorithm is based on the following steps:  
 
Construction of the hierarchy: In this phase, the cluster-

heads are appointed (elected) and they relate with ordinary 
nodes located in their neighbourhood in order to form 
clusters. Election phase uses heuristics like the largest/ 
lowest ID in the neighbourhood, the greater degree of 
connectivity (i.e. the largest number of neighbours), the 
geographic area, the transmit power or the moving speed 

(e.g. use the less mobile nodes), or by using a weight for 
each node representing a different combination of criteria.  
 

 
Figure 1.  Clustering principle in Ad Hoc networks 

 
Communication between cluster-heads: In a cluster, each 

ordinary node is two hops away with its neighbours. 
Moreover, the cluster-heads are not directly connected, so 
gateways nodes are also elected and used for 
communications between cluster-heads, unless those  using 
two different transmission powers: a small for intra cluster 
communications, and a great for communication with other 
cluster-heads. 

 
Maintenance of cluster-heads: in order to adapt to 

frequent changes in network topology, the elected cluster-
heads and ordinary nodes attached to them are dynamically 
updated. 

 

B. Related Work 

In mobile ad hoc networks, LCA (Linked Cluster 
Architecture) [1], [2], [4] is an early work on clustering. 
Gerla and his team have developed several protocols for 
clustering [6], [7], [8], [13]. In these approaches, the 
clustering is to classify the nodes of the network in a 
hierarchical manner in equivalent classes using different 
criteria (e.g. address, geographic area). 

Several heuristics have been proposed to choose cluster-
heads in ad hoc networks. Authors in [14] cited the well 
known algorithms and presented their limitations in section 2 
of their paper. They include: Highest-Degree heuristic [5], 
[6], Lowest-ID heuristic [1], [2], [4], and Node-Weight 
heuristic [11], [12]. The Lowest-ID and the Highest-Degree 
were the two clustering algorithms which were based on the 
LCA. 

Authors in [15] presented a comprehensive survey of 
proposed clustering algorithms up to 2005. Authors 
classified them based on their objectives in table 2 of their 
paper. We recall here the table summarizing the six 
clustering schemes that we find interesting for readers.  
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DS-based clustering: Finding a (weakly) connected 
dominating set to reduce the number of nodes participating 
in route search or routing table maintenance. 
Low-maintenance clustering: Providing a cluster 
infrastructure for upper layer applications with minimized 
clustering-related maintenance cost. 
Mobility-aware clustering: Utilizing mobile nodes’ 
mobility behaviour for cluster construction and maintenance 
and assigning mobile nodes with low relative speed to the 
same cluster to tighten the connection in such a cluster. 
Energy-efficient clustering: Avoiding unnecessary energy 
consumption or balancing energy consumption for mobile 
nodes in order to prolong the lifetime of mobile terminals 
and a network. 
Load-balancing clustering: Distributing the workload of a 
network more evenly into clusters by limiting the number of 
mobile nodes in each cluster in a defined range. 
Combined-metrics-based clustering: Considering multiple 
metrics in cluster configuration, including node degree, 
mobility, battery energy, cluster size, etc., and adjusting their 
weighting factors for different application scenarios. 
 

Discussion of these clustering schemes is given in [15]. 
We are interested in Combined-metrics-based clustering. The 
well known algorithm in this category is WCA which we 
present in the following section.  

III. WEIGHTED CLUSTERING ALGORITHM 

The Weighted Clustering Algorithm (WCA) [14] works 
differently of most of algorithms proposed in literature. It is 
only invoked on demand by isolated nodes. Moreover, to 
determine the cluster-head nodes, WCA considers several 
parameters: the ideal number of nodes that a cluster can 
handle, the mobility (speed of nodes), the distance between a 
node and its neighbours and the battery power. WCA assigns 
weights to these different parameters. 

The cluster-head election procedure is invoked at system 
activation, and also when the current dominant set is unable 
to cover all the nodes. Every invocation of the election 
algorithm does not necessarily mean that all the cluster-heads 
in the previous dominant set are replaced by new ones. If a 
node detaches itself from its current cluster-head and links 
itself to another one, then involved cluster-heads update their 
member list instead of invoking the election algorithm. A 
detailed description of cluster-heads election in WCA is 
given in [14].  

All nodes monitor continuously the signal strength of a 
Hello messages received from the cluster-head. When the 
node moves away from its cluster-head, the signal strength 
decreases. In this case, the mobile has to notify its current 
cluster-head that it is no longer able to attach itself to it. The 
node tries to handover to a neighboring cluster which cluster-
head is the first found in its list. If the node goes into a region 
not covered by any cluster-head, then the WCA election 
procedure is invoked and a new dominant set is obtained. 

Unfortunately, a high communication overhead is 
induced by periodic hello messages, used for control and the 
broadcasted messages during elections. We proposed our 
algorithms in order to avoid this overhead. The following 

sections present these algorithms and compare their 
performance to those of WCA. 

 

IV. MPWCA-L DESCRIPTION 

Mobility Prediction-based Weighted Clustering 
Algorithm using Local cluster-heads election, MPWCA-L, is 
a combination of our two algorithms MPWCA and WCA-L. 
We have shown in previous works ([16] and [17]) that 
MPWCA and WCA-L improve the stability of the dominant 
set and the quality of service. Fortunately, these two 
algorithms act at different levels in the clustering scheme and 
thus, they are independent. We can then combine both of 
them to form a hybrid algorithm, MPWCA-L, which could 
improve more and more performances in comparison to 
those of the WCA.  

To give a description of MPWCA-L, it is wise to recall 
the two algorithms on which it is based. In the following, a 
brief description of MPWCA and WCA-L is given. 

 

A. MPWCA Description 

As mentioned in section III, the overhead induced by 
WCA control messages is very high, since it uses a large part 
of bandwidth for building and maintaining the dominant set 
(discovery of neighbours, election process, signal strength 
monitoring), which cannot be used for useful data 
transmissions. 

To reduce this overhead, we can reduce the number of 
hello messages by increasing the duration between them. 
However, due to nodes mobility, the topology is always 
changing and ordinary nodes might miss information about 
the position of their cluster-head. This leads to a link failure, 
and consequently to an inadvertent reconstitution of the 
hierarchy that could have been avoided if the isolated node 
was able to handover a few moments earlier. 

To limit the impact of this lack of information about the 
position of their cluster-head, ordinary nodes try to estimate 
the position using the past trajectory of the cluster-head. So, 
we propose a distributed mobility prediction-based 
mechanism using the past movements of the cluster-heads to 
replace the missing information given by frequent Hello 
Messages. A detailed description of the MPWCA is already 
given in [16]. For the convenience, we recall here its 
operation. 

Our estimation algorithm starts after the election of the 
cluster-heads, when the ordinary nodes are monitoring the 
signal strength of packets from their cluster-head. It works as 
follow: 

 
Step 1.  
The cluster-head periodically sends its position, in Cartesian 
coordinates (x, y, z), and its speed in Hello messages. When 
an ordinary node receives the Hello message, it stores 
information about its cluster-head into a list named past 
information list.  
 
Step 2.  
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If an ordinary node has less than two elements in its past 
information list in time interval between two Hello 
messages, it waits for the next hello message (step1). 
Otherwise, it uses the past information list to estimate the 
current position and speed of its cluster-head and to store it 
in a list named prediction list. Time interval between two 
Hello Messages could be very large. So, the ordinary node 
could estimate position and speed several times. In this case, 
the previous information will be stored as past information 
list, and the new estimation will be stored in the prediction 
list. The computing of an estimated position is given in [16]. 

 
Step 3.  
How does the ordinary node decide if it should stay or not in 
its current cluster ?  

 The ordinary node computes the distance to the 
position of its cluster-head. If it has just received a 
Hello message, the position of the cluster-head is a 
trusted position. Otherwise, the position of the 
cluster-head is an estimated one.  

 The ordinary node compares this distance to the 
transmission range, which is the same for all nodes. 
If the distance is less than transmission range, the 
ordinary stays in its cluster. Otherwise, it tries to 
handover to another neighbouring cluster-head.  

 If the ordinary node cannot find another cluster-
head in its neighbourhood, two cases are discussed: 

(a) The position of the cluster-head is a trusted 
position, given by a Hello message. In this 
case, the ordinary node is isolated and we 
must invoke the election algorithm to obtain 
a new dominant set. 

(b) The position of the cluster-head is an 
estimated position. We should update the 
dominant set by invoking the election 
algorithm, but it induces a high 
computational cost and a high overhead. 
Assuming that we might have false 
estimations, we prefer avoid unneeded 
updates of the dominant set. So, the ordinary 
node stays in its current cluster, waiting for 
the next estimation or the next Hello 
message. 

Step 4.  
Each time the ordinary node receives a new Hello Message 
from its cluster-head (step 1), it clears its prediction list. The 
past information list has a finite size (in our experiments, we 
choose to keep at most 10 positions). When this list is full, 
the oldest information is deleted in order to insert the new 
information. When a new election occurs, both the past 
information list and the prediction list are cleared. 

 

B. WCA-L Description 

As shown in [16], our algorithm MPWCA performs 
better than WCA. However, the improvement did not 
correspond to what we expected. In fact, MPWCA only acts 
on the maintenance phase and we observed that such phase 
represents only a third of the considered duration. This 

motives us to propose additional improvement that 
potentially acts on the election phase. This improvement 
gave birth to our algorithm which we named WCA-L (for 
WCA with Local cluster-heads election) [17]. 

In WCA and MPWCA, election occurs when an ordinary 
node is not able anymore to use its cluster-head as a 
forwarder and its handover fails. In WCA-L, however, we 
avoid this election by considering that an isolated node 
becomes itself cluster-head and forms its own cluster. 

Nevertheless, such behaviour could lead to a network 
with members which are all cluster-heads. To avoid this 
situation, we propose to invoke election when at least two 
cluster-heads are one-hop neighbours as shown on Fig. 2. In 
this case, the cluster-heads in competition inform ordinary 
nodes belonging to their respective clusters that election will 
start. 

 

 
Figure 2.  Two cluster-heads are neighbors 

Then, as shown in Fig. 3, ordinary nodes try to handover 
to another cluster. Note that only gateways are successful. 
Finally, only the remaining ordinary nodes and the 
concurrent cluster-heads continue with the election process 
which is the same as the one described in WCA except that 
the election in WCA-L is localized to concurrent clusters 
(see Fig. 4) and does not affect the entire network. 

 

 
Figure 3.  Ordinary nodes try to handover 
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Figure 4.  Election process is localized to nodes belonging to the 

concurrent clusters 

 

V. RANDOM MODELING OF AD HOC  NETWORKS  

The cluster-head and the node are mobile (random 
trajectories). The cluster-head sends at regular intervals (e.g. 
every second) a hello message which allows the node to 
verify if it is still in the transmission range of its cluster-
head. If not, (i.e. if the node moves to another transmission 
range), then this leads to a link break. At this time, the node 
will try to perform a handover. Assume that we know the 
cluster-head position and the node position at reception time 
of the nth hello message. Could we have information on their 
positions at the reception moment of the (n+1)th hello 
message? 

In effect, if we can have these expectations, we will 
know in advance if such node will no longer be within the 
transmission range of its cluster-head, and thus, we will take 
measures to avoid the link break. 

Suppose that the messages Hello arrive according to a 
Poisson process with parameter λ. 

Denote by ),( 21
nnn xxX   (resp. ),( 21

nnn yyY  ) the 

position of the cluster-head (resp. the position of the ordinary 
node) at hello message reception time. 

At the node level, we have the following information 
when receiving the hello message: ordinary node position, 
cluster-head position, ordinary node speed and cluster-head 
speed as well as the state of connection with the cluster-head 
(expressed in the received signal power). 

Xn and Yn are random processes, with countable sets of 
indices and continuous state spaces. 

Since the hello messages arrive according to a Poisson 
process, the times between Xn+1 and Xn, as well as between 
Yn+1 and Yn, are independent and exponentially distributed. 
The cluster-head position (resp. ordinary node position) at 
the arrival time of the hello message n+1 depends only on its 
position at the arrival time of the hello message n and not of 
previous positions. 

Indeed, let 1, nnP  (resp. '
1, nnP ) the movement vector of 

the cluster-head (resp. of an ordinary node): 
 

         
).,(

),,(
22

1
11

1
'

1,

22
1

11
11,

nnnnnn

nnnnnn

yyyyP

xxxxP








         (1) 

 
We have to estimate the position Pn+1 versus Pn, Pn+1 

being obtained by translating the position Pn of the 
movement vector. 
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{Xn} et {Yn} are then discrete time Markov process with 
continuous state space. 

A. Distance between the node and the cluster-head 

We consider a two-dimensional space and we introduce 
some metric that calculates the distance between the node 
and the cluster-head: 

 

max),( dYXd nn   means that the link is not broken;   

),( nn YXd and maxd  are known. We have: 

        222211 )()(),( nnnnnn xyxyYXd         (6) 

 
Suppose that the position of cluster-head (Xn) and the one 

of node (Yn) represent the centres of the circles and that Xn+1 

and Yn+1 are on respective circles (Fig. 5). Denote by: 
 
 Wn inter-arrival between hello messages n+1 and n. 

 hV  (resp. eV ) speed of cluster-head (resp. speed 

of node). Suppose these speeds are constants. 

 h
n  (resp. e

n ) angle determined by the direction of 

the cluster-head (resp. of the node) and the axe Ox, 
as shown in Fig. 5. 

 
So,  
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And also 
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We compute )),(( max11 dYXdP nn   the probability of 

link break. We consider the worst case, where the ordinary 
node and its cluster-head move in directions which are 
diametrically opposite as shown in Fig. 5. 

 

 
Figure 5.  Distance between an ordinary node at position Yn+1 and its 

cluster-head at position Xn+1 upon reception of the (n+1)th hello message 

Upon arrival of the  thn )1(   hello message, the distance 
between the cluster-head and the node is the largest (denoted 
by Dn+1), namely: 
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We have: 
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We want to find an optimal value for λ where probability 

of link failure is very small. For that, we need to calculate the 
transition probabilities of Markov chains {Xn} and {Yn}. 

 

B. Transitions Probabilities 

Let ),( 21 xxX   and  ),( 21 yyY   two points in the 
plane, transition probability of the cluster-head positions is 
given as follows: 
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We can easily show that: 
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Similarly, we can calculate the transition probability of 

ordinary nodes positions that gives the same result as in (11) 
by changing Vh by Ve. 
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It is clear that the necessary condition for ergodicity is 
checked (irreducibility and aperiodicity). In fact, 

),(),,( 2121 yyYxxX   

0)/( 1  YXXXP nn and 0)/( 1  YYXYP nn . 

C. Steady State 

The process {Xn} and {Yn} are random walks (in discrete 
time and continuous state space). There is no well-
established approach; the calculation of steady state is 
extremely complex. However, probability theory offers a 
possibility of using the factorial methods. The studied 
random variable can be divided into two parts, one is 
exponential (in our case, it is Wn, the time between the 
(n+1)th and the nth hello messages). 

To measure Wn, we can use the duration connectivity 
between a cluster-head and a node (between (n+1)th and the 
nth hello messages) which we note by Dc.  

 
Compute of Dc: 

Assume that the node and its cluster-head are within the 
same transmission range upon reception of the nth hello 
message. We look for the time t during which they remain in 
this transmission range, which means that the distance 
between the ordinary node and its cluster-head at time t is 
less than R (in this case, at t = 0 they were in the position 
where the nth hello message found them). This amounts to 
solve the following equation: 
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We solve the following trinomial,  
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As ordinary node is within transmission range of its 

cluster-head, we additionally have 0222  Rdb . Then 
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We have then, 
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The compute of stationary probability of cluster-head 

position and ordinary node position will allow computing the 
duration of connectivity distribution and also, to obtain the 
optimum value of the average inter-arrival Hello messages, 
λ, which minimizes the probability of link failure (10). 

In following section, we give a simulation study and we 
discuss our results. We will show that our algorithms 
(MPWCA,WCA-L and MPWCA-L) performs better than 
WCA in terms of number of updates of a dominant set, 

number of handovers of a node in a cluster, packet delivery 
rate and overhead. 

VI. PERFORMANCE EVALUATION: SIMULATION 

A. Simulation Model 

For our simulations, we use GloMoSim [9]. GloMoSim 
is a discrete event parallel environment based on PARSEC 
(PARallel Simulation Environment for Complex systems) 
[10]. We have developed some models using PARSEC 
language and integrated them in GloMosim. 

We simulate three systems of 25, 50 and 75 nodes 
respectively on a (500m x 500m) area. Clustering study leads 
us to consider an optimal number of neighbours so that 
clusters are neither overloaded nor under-loaded. In the 
literature, this value is chosen in an arbitrary manner. In our 
work, using [3], we find an optimal value and derive the 
optimal transmission range versus the number of nodes and 
the system area. We obtain for 25 nodes (resp. 50 and 75) 
130m (resp. 92m and 75m). 

The nodes can randomly move in all possible directions 
with speed varying uniformly between 0 and one parameter 
representing the maximum value of the speed. 

To measure the packet delivery rate we consider constant 
bit rate data traffic, with a packet inter-arrival time of 100ms. 
Data packet length is 512 kbytes. 

When all cluster-heads are chosen, they start sending 
hello messages with a period of 3s. Then, ordinary nodes 
start predictions (step 2 to step 3 described in section IV). In 
our experiments, we suppose that two predictions are made 
before receiving the next hello message. After that, the 
prediction list is cleared and the algorithm is then in step 1. 

 

B. Results and Analysis 

To measure the performance of our system, we consider 
four metrics: 

 number of updates of the dominant set, 
 number of handovers between two clusters, 
 average packet delivery rate, 
 overhead 

These metrics are studied as a function of the maximum 
speed of the nodes. 

In our simulations, we choose values 1 m/s, 5 m/s, 10 
m/s, 25 m/s and 40 m/s for the maximum speed of nodes. For 
the estimation, we choose to replace 2 Hello messages by 2 
estimations. The nodes move randomly and uniformly in all 
possible directions. 

From Fig. 6, we can see that the number of handovers 
increases while the speed increases. We can also observe that 
MPWCA, WCA-L and MPWCA-L allow a lower number of 
handovers than WCA. 
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Figure 6.  Number of handovers vs maximum speed 

Due to the mobility, nodes do not always stay in the same 
cluster but we can notice a very interesting result: using 
WCA-L and MPWCA-L, the number of handovers increases 
slower than WCA. This means that our algorithms make the 
network more stable than WCA because the speed has a 
lower impact on the performance with WCA-L and 
MPWCA-L than with WCA. 

Like handover, the number of updates of the dominant 
set increases while the speed increases, due to mobility, as 
shown on Fig. 7. We can also see that our algorithms give 
better results for this metric, since WCA involves more 
updates of the dominant set than our algorithm, and the cost 
of these updates is high in terms of resources allocation such 
as CPU and bandwidth. 

However, we can see that WCA-L and MPWCA-L 
outperform WCA for low density (25 nodes). This can be 
explained by a failure of the mobility model used for 
simulation. As explained in [11], the Random Waypoint 
tends to concentrate nodes in the center of simulation area. 
Thus, cluster-heads are more often neighbours in WCA-L 
and MPWCA-L than ordinary nodes are isolated in WCA 
and, considering the optimal transmission range for 25 
nodes, there are more local election in WCA-L and 
MPWCA-L than global election in WCA. 

 
Figure 7.  Number of updates of the dominant set vs maximum speed 

 

Fig. 8 shows that the average packet delivery rate 
decreases when the speed increases. When the speed 
increases, the links between two nodes more often break, 
then there are more packet losses and thus, fewer packets 
delivered to the destination. 

We also observe that results in terms of packet delivery 
rate are similar for 50 nodes and our algorithms give better 
results for 75 nodes, but WCA-L and MPWCA-L 
outperform WCA for 25 nodes. 

 
Figure 8.  Number of updates of the dominant set vs maximum speed 

To explain these results we should take into account that 
a local election concerns a bigger proportion of nodes in 25 
nodes than in 75 nodes. Considering that each cluster-head 
has in average 5 neighbours, if we suppose that 2 cluster-
heads are concurrent, a local election will concern about 10 
nodes. This value represents 40% of 25 nodes and only 13% 
of 75 nodes. So a local election has a high cost for small 
networks, and this cost tends to be similar to the cost of a 
global election. Hence, since we have a higher number of 
updates of the dominant set in the case of 25 nodes, due to a 
failure of the mobility model, this degrades the average 
packet delivery rate in WCA-L and MPWCA-L, in 
comparison with WCA. 

For 75 nodes, the low delivery rate for speeds greater 
than 10 m/s can be explained by the fact that there are a 
higher number of updates of the dominant set, thus involving 
a frequent reconstruction of the routes for each destination. 
Note that the average delivery decreases slower in WCA-L 
and MPWCA-L than in WCA which is a very important 
characteristic because we want to keep stability while speed 
is increasing. 

Since we replace Hello messages by predictions, we 
reduce the overhead induced by these signaling packets so 
the unused bandwidth can be allocated to data packets, thus 
increasing the packet delivery rate. Once again, we can 
observe that the delivery rate decreases slower with WCA-L 
and MPWCA-L than with WCA. 

Fig. 9 show the overhead percentage, considering the 
number of control packets divided by the total number of 
packets sent. We can see that overhead increases while speed 
increases but the increase speed in MPWCA-L is lower than 
those in WCA. Except for 25 nodes, we observe that our 
algorithms perform better than WCA. 

 



V BRICARD-VIEU et al: MPWCA-L: A NEW CLUSTERING ALGORITHM TO IMPROVE STABILITY  . .  

IJSSST, Vol. 14, No. 5                                                                                                    ISSN: 1473-804x online, 1473-8031 print 9

 
 

Figure 9.  Number of updates of the dominant set vs maximum speed 

We can resume our results considering the gain of our 
algorithms versus WCA in the worst case (25 nodes) and in 
the best case (75 nodes) in the table below: 

 

 
 
Regarding these gains, we can observe that the 

combination of mobility prediction and local election 
(MPWCA-L) highly improves the performances in 
comparison to WCA, especially for a high number of nodes 
(75). 

VII. CONCLUSION 

In this paper, we gave first an overview of clustering 
algorithms in mobile ad hoc networks and we showed limits 
of their performances because of the overhead induced by 
control messages such as Hello messages. We proposed then, 
a new algorithm which we called MPWCA-L to limit this 
overhead. This algorithm combines both the prediction 
mechanism of MPWCA, and the local election process of 
WCA-L. More specifically, we increased the interval 
between two messages, and during this long time, nodes try 
to estimate the movement of their cluster-head and then 
anticipate handovers, to avoid link breaks. In addition, we 
considered that an isolated ordinary node can become itself 
cluster-head and form its own cluster and we proposed to 
restrain the range of an election to an area where at least two 
cluster-heads are one-hop neighbours.  

This paper gave the MPWCA-L description in describing 
our two algorithms MPWCA and WCA-L. Simulations are 
also performed to evaluate the stability of the dominant set 
and the QoS in terms of packet delivery rate and overhead 
provided by our algorithms. We compared the results of the 
proposed approaches with the WCA using different 
performance metrics. Results showed that our algorithms, 
and especially MPWCA-L, perform better than WCA. 
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