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Abstract - In this paper a novel route planning system for steel coils that must pass through different processing steps of a generic 
steelmaking plant will be presented. Production times and costs are often the only considered indicators by traditional planning 
systems, while, with this newly proposed approach, customers’ quality requirements are also taken into account. In facts, in 
medium/large steelmaking plants there could be different processing line that perform the same processing step, but with different 
characteristics (e.g. in terms of flatness, crossbow, etc.). Therefore, the final quality of a coil greatly depends on the route it follows 
among the different processing lines. Moreover, over-quality, i.e. assigning a high quality coil to a less demanding customer order, 
must be avoided too. The proposed system is based on Multi-Objective Optimisation and, in particular, it can exploit different 
paradigms of Multi-Objective Evolutionary Algorithms. The planning system has been developed in C++ (for the optimisation 
module) and C# (for the graphical user interface). One of its key features is that it is highly configurable so that it can be easily 
adapted to several real industrial scenarios by means of simple XML configurations file describing the plant and the quality 
indicators to take into account during the optimisation process. 
 
Keywords - optimisation; planning system; steelmaking; route planning; genetic algorithms; evolutionary algorithm; multi-objective 
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I. INTRODUCTION 

 
In the steelmaking industry, as in other industrial 

fields, production planning is an essential key point for 
minimising costs and maximising productivity. 
Production planning systems appeared in metal and steel 
industry in the early ’80s and are nowadays quite diffused, 
as many plant builders and automation suppliers offer 
such systems (e.g. Siemens VAI [1] and PSI [2]). 
However planning is typically performed in a suboptimal 
way, sometimes applying heuristic solutions [3, 4], 
without taking into account all the multiple, and sometime 
conflicting, objective functions. In many practical cases 
the planning is even manually performed by the people of 
the planning department. Moreover, even if an 
optimisation algorithm is applied, the objective is often 
targeted on production time or costs, while neglecting 
quality aspects. A review of the production planning 
issues faced by the steelmaking industry is provided in 
[5]. 

In this paper a novel planning system based on Multi-
Objective Optimization (MOO) [6] is described, which 
aims at optimising production routes for the cold rolling 
area of a generic steelmaking plant. The system relies on 
the development of prediction models for different Key 
Quality Indicators (KQIs) that estimate the occurrence of 
quality issues, such as flatness and crossbow defects and 
on the estimation of the throughput for each production 
line. In this way, customer requirements, quality issues 

and production capabilities and constraints can be taken 
into account. 

In literature two major approaches to MOO can be 
found: in the first one, individual objective functions are 
combined into a single composite function transforming a 
MOO into a Single-Objective Optimisation (SOO), while 
in the second approach a set of optimal solutions is 
determined by exploiting the Pareto dominance definition, 
which aims at pointing out the set of solutions 
representing different tradeoffs between the objectives 
[7]. Both approaches present advantages and some 
drawbacks. As far as the first approach is concerned, the 
greater advantage lies in the simple formulation of the 
fitness function. On the other hand, the disadvantage lies 
both in the impossibility sometimes to combine all 
objective functions into a single function and in the proper 
selection of weighting functions characterising decision-
makers preferences. Moreover, solutions found by means 
of a weighted function strongly depend on how good is 
the choice of the weights themselves [7]. Instead, by 
means of the second approach, an entire set of 
Paretooptimal solutions can be obtained with a single run 
of the algorithm; in this way the decision-maker can select 
the preferred solution among a set of optimal ones. The 
main drawback of this solution is that with the increase of 
the number of objective functions, the definition of Pareto 
optimality begins to lose effectiveness. 

Evolutionary algorithms (EA) techniques [8] have 
been applied to MOO (multi-objectives Evolutionary 
Algorithms - MOEAs) with the main advantage that the 
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cost functions to be minimised can be arbitrary complex, 
non-linear and with complex constraints. Both cost 
functions and constraints can even be represented by 
means of software models/simulators of complex systems, 
because an analytical definition of the problem is not 
necessary. 

 

 
Figure 1. Plant diagram. 

 

Several MOEAs paradigms based on the Pareto 
approach can be found in literature [9]: the main 
differences between them lie in the different strategies 
they employ to explore the solutions space as much as 
possible, preventing the algorithm from converging to a 
single region of the Pareto front. In the field of intelligent 
manufacturing, many applications of EA-based MOO can 
be found, also related to the steelmaking sector [10–18]. 

In the method presented in this paper, the Strength 
Pareto Evolutionary Algorithm 2 (SPEA2) [19, 20] has 
been successfully applied to the route planning 
optimisation problem. Nevertheless, the system has been 
designed in a modular way such that it is easy to 
implement and plug-in new MOEA paradigms. 

In Sec. II the structure of a generic steelmaking plant 
is described, with particular focus on the cold rolling area; 
in Sec. III the optimisation problem is stated, describing 
the involved objective functions and constraints; in Sec. 
IV an insight on the software implementation is provided, 
while in Sec. V some results will be presented. 

 
II. PLANT DESCRIPTION 

 
Steelmaking involves several processes that transform 

raw materials into a finished product. Depending on the 
particular processing route followed by by-products, 
finished products with different characteristics may be 
produced (e.g zinc coated coils, annealed steel, etc.). 

In this paper, the focus is on the set of processes that 
compose the so-called cold rolling area 1: the cold rolling 

mill (CRM), the continuous annealing (CA), the temper 
mill (TM) and the finishing line (FL). In the CRM a hot 
rolled coil is made thinner by passing it between two rolls 
at environment temperature, i.e. below the steel 
recrystallization temperature (here the name cold rolling, 
in opposition to hot rolling, where there is heat supply). 
The amount of strain introduced during the cold rolling 
process determines the hardness and other mechanical 
properties of the final product. The CA is a heat treatment 
that alters the physical properties of the steel strip and that 
is aimed at increasing its ductility, workability and 
homogeneity. In the CA the strip passes a series of 
furnaces with predetermined temperature profiles, 
according to the steel grade, where the strip is firstly pre-
heated, then heated above a critical temperature for a 
certain amount of time and finally cooled down again. 
The main component of a TM is a cold rolling stand that 
produces the so-called temper pass, i.e. a limited rolling 
action that introduces an elongation typically between 
0:5% and 2%. The tempering influences several physical 
and mechanical properties of the steel, such as increased 
yield strength, improved flatness and improved surface 
finishing, by making the steel useful for a wide variety of 
applications. Finally, FLs may involve different actions 
such as tension levelling, side trimming, cutting, welding, 
recoiling, etc. They do not modify the physical properties 
of the steel strip and they are employed mainly for 
packaging.  

In a typical medium/large plant there could be 
different lines for each of the above described processes. 
Generally these lines may be produced by different 
suppliers and installed in different time periods so that 
they are different in terms of efficiency, quality outcomes 
and the severity of the defects they may introduce on the 
strip. 

When scheduling routes among different possible lines 
for the same process, the operator or the planning system 
could have the tendency to saturate the line with best 
performances, because it ensures better results and 
products with fewer defects. Nevertheless, there could be 
customer orders with lower quality demand, which could 
be also satisfied by coils produced on less efficient lines. 
As a result, there is the risk to sell to these less-demanding 
customers high quality coils at a lower cost, so running 
into the socalled over-quality production, which should be 
avoided. In the next sections a novel planning system 
based on quality prediction and customers’ demand is 
presented and described. 

 
III. PROBLEM STATEMENT 

 
The main objective of this new planning system is to 

optimise the routing of steel coils among different 
processing lines of the above described processes in order 
to satisfy a set of KQIs defined on the basis of the 
customer orders and on production constraints. Thus, the 
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quality demands expressed by the customer orders 
influence the routing chosen by the planning system. Let 
us consider an example where customer A wants to 
produce tubes, while customer B wants to produce panels 
for kitchens.  

 
 

 
Figure 2. Multi-criteria optimisation of production routes considering 

through process quality and production output [23]. 

 
Both of them required the same kind of steel, but with 

different quality requirements: customer A needs small 
thickness tolerance for welding, while customer B 
requires a good surface quality and good flatness for 
aesthetic reasons. The figure shows that the final KQIs 
may vary depending on the particular chosen route, so that 
the route chosen for customer A may not meet the 
requirements of customer B and vice versa. Moreover, as 
described in the previous section, over-quality production 
must be avoided and therefore the route with the least 
deviation from the quality goal should be chosen. This has 
two effects: better processing lines (e.g. those that are 
newer or that had a better or more recent maintenance) are 
not saturated and products are not sold at a lower price 
with respect to their quality. 

In order to develop such a planning system KQIs 
prediction models must be developed for each process 
step and each processing line. They could be based for 
example on statistic considerations, neural networks or 
fuzzy systems [21, 22]. However, the development of 
these prediction models is not object of this paper, so that 
they will be assumed as additional inputs to the planning 
system (see Sec. IV). The input of these models are coil 
characteristics (e.g. steel grade, thickness, width, KQIs 
measured or estimated at the previous step, etc.) and 
process parameters (e.g. rolling force, temperature 
profiles, etc.), while their output is a value in the range [0; 
1], expressing the amount and severity of that particular 
defect they are modelling (e.g. flatness, crossbow, crown, 
etc.), where 0 means absence of defect and 1 the 
maximum severity. A model of the amount of time 
required to process a coil in each particular line is also 
necessary to assess their workload and, thus, to control 
their saturation. Fig. 2 shows an example where a possible 
saturation of the second line of the CA could be avoided 
by considering the workload as an additional objective for 
the optimization. 

The other inputs to the planning system are the list of 
the hot rolled coils that must be worked in the cold rolling 
area, where their physical characteristics and the 

KQIs actually measured at the exit of the hot rolling 
mill (HRM) are reported, and the list of customer orders 
to satisfy, which specify the characteristics of the desired 
coil (such as thickness, steel grade, etc.) and, for each 
KQI, the range of acceptable values (e.g flatness between 
0:20 and 0:25 and crossbow less than 0:15). In this way 
the planning system can assess, for each potential route of 
each coil to process, their final KQIs and it can try to 
match in the best way final products with customer orders. 

In this paper the KQIs for flatness, crossbow and 
workload will be considered as objective functions of the 
optimisation algorithm. However, the main target is not to 
minimize them (otherwise the solution would run into 
over-quality production), but to respect certain limits. 
Therefore the problem has been defined as a goal 
programming formulation, where the deviations of a 
solution from the requirements expressed by customer 
orders is assessed by means of KQIs models and then they 
are used as variables to minimise. 

 
A. Maximum Bipartite Matching 

 
The described routing optimisation problem can be 

formulated in the following manner. Let us consider a set 
of N hot-rolled coils that must be processed in the cold 
rolling area. First of all, coils must be matched to orders 
on the basis of physical characteristics. For instance, 
during the cold rolling process, coil thickness reduction is 
typically constrained between the 60% and the 80%; thus 
a hot rolled coil can be assigned to an order if and only if 
the cold rolling is able to produce a final product with the 
requested thickness. Other matching constraints concern 
steel grade, which must be the same, the length of the coil, 
which must be longer or equal, and other physical 
parameters. The final objective of this procedure is to 
assure that a coil can be transformed into the required 
final product, respecting the whole set of constraints. In 
order to solve this multi-criteria matching problem, a 
Maximum Bipartite Matching (MBM) algorithm has been 
employed. MBM is based on graph theory: hot-rolled 
coils form the set of source nodes, while orders forms the 
set of sink nodes. If a coil satisfy all the constraints 
defined by an order, an arc can be drawn between the two. 
The graph obtained at the end of this procedure represents 
all the possible matching between coils and orders (Fig. 
3a). The problem can be solved by transforming it in a 
flow network and by applying a Maximum Flow 
algorithms, such as the Ford-Fulkerson algorithm [24] 
(Fig. 3b), in order to select the optimal set of arc that 
maximizes the number of matches considering that only 
one arc can insist on a coil or a customer order. 
Furthermore, a cost can be also assigned to each edge in 
order to give priority to certain orders (e.g. orders with a 
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close delivery deadline, or coils with higher prices). In 
this second scenario MBM minimizes the total cost. 

Thus, after the MBM algorithm is applied, a list of 
coilorder pairs is obtained. Of course it is not guaranteed 
that coils can satisfy all orders and it mainly depends on 
the hot-rolled coils production planning performed in the 
hotrolling area. Only coils and orders that can be matched 
will be considered in the next steps of the route planning 
optimisation.  

 

 
Figure 3. Maximum Bipartite Matching algorithm 

 
. 

B. Planning optimisation 
 
Let us consider the variable Ri as a possible routing 

for the i-th coil: Ri can be represented by an integer array 
with a number of element equal to the processing steps a 
coil should pass (in the case described in this paper it has 
4 elements). Each element value represents the particular 
processing line where the coil should pass in that 
processing step (e.g. the second line of the CRM). The set 
of routings for all the N hot rolled coils is thus R = {R1, 
R2, . . . . RN}. On the base of Ri a set of M final KQIs for 
the i-th coil route K(Ri) = {KQI1(Ri), KQI2(Ri), .….,  
KQIM(Ri)} can be evaluated using a ”waterfall” prediction 
approach (Fig. 4), i.e. at each step KQIs are calculated on 
the basis of KQIs estimated at the previous step. For each 
coil and each KQI a deviation from the goal defined by 
the customers’ requirements can be calculated as Dj(Ri) = 
Kj(Ri) - Gij , where Dj(Ri) is deviation of the j-th KQI of 
the i-th coil route from its goal Gij . The average deviation 
of the j-th KQI considering the complete routing of the N 
coils R is thus calculated as 

 

 
(1) 

 
 

Moreover, the workload KQI is evaluated for each line 
by means of an ad hoc model, which outputs a value Wsl 
2 [0; 1] expressing the percentage of the total working 
time that the l-th line of the s-th processing step had 
worked. For each line the workload goal is equal to 1=Ls 
where Ls is the number of processing line in the step s, 
i.e. the goal is to have the workload balanced among all 
the lines composing a processing step. So in this case the 
average deviation is defined as 

 

 
(2) 

 
 

 
Figure 4. Example of a process route simulation. 

 

 
The set: 
 

 
 

represents the set of cost functions to be minimized by the 
MOO algorithm. 

 
 

C. Strength Pareto Evolutionary Algorithm 2 
 
In order to cope with such a problem, a particular 

paradigm of MOEAs, i.e. the SPEA2, has been employed 
[20]. MOEAs are are iterative algorithms that explore the 
solutions space by means of mechanisms inspired by 
biology and evolution theory, such as mutation and 
crossover. In these methods, a so-called population of  
candidate solutions evolves generation by generation (i.e. 
step by step) by means of the previously cited genetic 
operators. The best solutions, the ones with higher fitness 
values (i.e. those that minimize more the objective 
functions), have more chances to survive to the next 
generation (elitarism) and to mate with other solutions. 

In non-trivial MOO problems there isn’t a single 
optimum, but a possibly infinite set of optimal solution, 
each one representing a different trade-off between the 
objective functions. The most of MOEAs paradigms are 
in fact based on the Pareto dominance definition [19], 
which is used toidentify non-dominated solutions in the 
objectives space. This set of solutions is generally refined 
and improved at each generation of the MOEA, until it 
doesn’t approximates the actual Pareto front in the 
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objectives space, and thus finding the corresponding 
Pareto set of optimal solutions. 

The main characteristics of MOEAs are: they 
approximate an entire Pareto front in a single run of the 
algorithm; they can be employed also in presence of 
complex constraints and, moreover, they can be employed 
when an analytical description of he problem is 
unavailable. This last feature allows the employment of 
software simulator in place of the analytical formulation 
and it represent the main reason why MOEAs has been 
chosen for the routing optimisation task. 

The steps on which SPEA2, and thus the route 
planning optimisation algorithm, are based are the 
following (Fig. 5): 

1) An initial population R of randomly chosen 
routings is generated for each coil to be processed; 

2) The fitness (objective) functions D are evaluated; 
3) An archive of non-dominated solutions (Pareto 

front) is created/updated with this new generation; 
4) Candidate solutions are divided into mating pools 

and then mutated and/or combined by means of genetic 
operators in order to create a new generation of solutions; 

5) Go back to step 2 until some stop criterion is met; 
6) At the last generation the archive of non-dominated 

solutions contains an approximation of the Pareto front 
and the corresponding Pareto set. 

 

 
 

Figure 5. SPEA2 flow chart. 

The main difference of SPEA2 with respect to other 
MOEA paradigms, is that it stores non-dominated 
solutions in an external archive as they are found. 
Besides, the archive can be truncated by means of a 
clustering algorithm if it overflows a certain predefined 
capacity. Solutions stored in the archive then concur to 
assign fitness values to the population, as well as they 
concur to tournament selections. 

 
IV. IMPLEMENTATION 

 
The planning system has been implemented in two 

main modules: on the one side, he plant simulator and the 
optimisation algorithm has been implemented as a 
Dynamic-Link Library (DLL) developed in C++, which 
ensures high elaboration efficiency and the possibility to 
be included in different, even already existing, systems, 
while, on the other side, the graphical user interface (GUI) 
has been implemented in C#. 

 

 
 

Figure 6. XML plant configuration file example. 
 

The plant simulator is employed to predict the final 
KQIs of each coil and the workload of each processing 
line. It comprises different objects that can be further 
extended and specialized, which can be employed and 
combined in order to represent any plant. The plant is in 
facts dynamically configured by means of an XML 
(eXtended Mark-up Language) file where the plant 
structure is defined (Fig. 6). Moreover, in the XML 
configuration file external KQI models can be specified 
and plugged into the simulator. Therefore, the plant 
simulator is highly configurable and can be easily adapted 
to different industrial scenarios. 

As far as the optimisation algorithm is considered, the 
SPEA2 paradigm has been implemented in C++ too and 
its use has been abstracted by means of the employment 
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of the Startegy pattern (Fig. 7). It is a behavioural design 
pattern [25] that encapsulates an algorithm in an object 
with a determined interface. In this way different 
algorithms may be encapsulated in different objects with 
the same interface, making them interchangeable. The 
users of such objects don’t need to make any assumptions 
on the particular strategy that has been instantiated and it 
can also be exchanged dynamically. In this particular 
implementation, the Context represented in  

Fig. 7 in the planning system, Strategy is the common 
abstract interface for the concrete implementations (X and 
Y) of MOEAs paradigms (e.g. SPEA2 [20] and Non-
dominated Sorting Genetic Algorithm II - NSGA-II [19, 
26]). Thus more optimisation algorithms may be added 
and included also in future. 

 
 

 
 

Figure 7. Strategy design pattern. 
 
 

 
Figure 8. Chromosome encoding. 

 
 

In order to apply MOEAs, two main functions have to 
be implemented: 

 
 A encoding function that transforms a candidate 

solution into a chromosome (e.g. an array of bytes, of 
integers or of real values); 

 A fitness function that calculates the values of the 
objective functions. 

 
Moreover, if a particular chromosome structure has 

been defined, standard mutation and crossover functions 
need to be redefined. 

In this scenario, the chromosome structure represent a 
particular R*, i.e. the set of the particular routings Ri

* for 
each coil to be worked. Each Ri

* is encoded by an integer 
array as described in Sec. III, and a chromosome is 
encoded as the sequence of all Ri

* , i.e. it is a sequence of 
integer arrays, and thus an integer array itself. The so 
defined structure is depicted in Fig. 8 The fitness function 
is called for each chromosome in the current generation. It 

decodes the chromosome, initialises the plant simulator by 
means of the XML configuration file and simulates the 
routes, obtaining the vector D* of objective functions 
values (see Sec. III). The found nondominated solutions 
are added to an archive that, at the end of the iterations, 
will form the approximation of the Pareto Front. 

 A dedicated GUI has been developed to control 
and test the planning system optimiser. This GUI, 
depicted in Fig. 9, allows inserting the lists of coils to 
work and orders to satisfy, as well as the plant 
configuration file (Fig. 6). Once the optimisation process 
is finished, the GUI shows the results in different ways: 
the Pareto Set is shown in a table reporting the list of 
chromosomes as they are generated by the optimisation 
algorithm, while the Pareto Front is shown in a chart and 
the detailed routing information about each single line is 
accessible by means of the cold rolling area diagram. 
Moreover, results may be exported to text or Excel files 
for further analyses. 

 
TABLE I. CUSTOMER ORDERS SPECIFICATION 

 
 

 
V. RESULTS 

 
After the implementation phase, tests to verify the 

correctness of the planning system have been performed, 
i.e. to check if the proposed optimal solutions were close 
to the actual optimal Pareto front. This condition is met 
when it is no more possible to minimise the value of an 
objective function without increasing the value of another 
one because of the presence of conflicting trade-offs.  

In order to test the software different artificial input 
dataset has been created by varying the number N of hot 
rolled coils to process in 3 incremental steps (N = {3; 6; 
9}), while fixing the following parameters: 

 
 Plant configuration (i.e. 3 lines for each processing 

step); 
 Steel grade of the coil; 
 KQIs to evaluate (i.e. workload, flatness and 

crossbow); 
 KQIs predicted values (in order to have reproducible 

runs); 
 Employed MOEA pradigm (i.e. SPEA2); 
 Maximum number of iteration of the evolutionary 

algorithm (equal to 100). 
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The file containing the order list has the format 

described in Table I in the case of N = 6: the first column 
indicates the order identification number, while the other 
two contain the customer requirements for crossbow and 
flatness. The coils list is simpler and contains just the IDs 
of the coils to be worked and the actual measured KQIs 
for flatness and crossbow, sampled at the exit of the hot 
rolling mill. 

An example of obtained results for N = 6 is shown in 
Table II, where each row represents an optimal solution 
R, which is composed by the following columns: 

 
 The list of matchings between coils and orders, 

composed by couples (x,y), where x is the coil ID and 
y is the order ID; 

 The workload average deviation ; 

 The crossbow average deviation ; 

 The flatness average deviation ; 
 The optimal routing R, corresponding to the 

generated chromosome. 
 

 

 
Figure 9. A screenshot of the graphical user interface. 

 
 

TABLE II. TEST RESULTS 

 

 
Table II shows that the planning system has been able 

to equally distribute the workload between the various 
lines (the D w column has values close to 0). The global 

deviation is remarkably low for the first, the third and the 
fourth solution. The deviation for the crossbow is in 
average higher the the other KQIs. This can be due to the 
fact that the input coils had already too bad crossbow 
defects at the exit of the hot rolling mill to satisfy the 
customer requirements. 
 

VI. CONCLUSIONS 
 

This new planning system represents a new approach 
to coils route optimisation. It is deeply configurable, so 
that it is applicable to different real industrial scenarios, 
not only belonging to the steelmaking sector. One of its 
key feature is that it includes the evaluation of different 
KQIs representing customers’ quality demands, which has 
to be satisfied by the system, while optimising also other 
variable, such as an equally distributed workload among 
the different production lines. The results are encouraging 
and, as soon as refined KQI models will be available, 
deeper tests can be performed, also on real scenarios. 
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