A New Method of Identifying Influential Nodes in Complex Networks—Diffusion Centrality
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Abstract — How to identify influential nodes in weighted complex network has drawn much attention in recent years. According to empirical observations, an individual in the real world usually influences its nearest neighbors and next nearest neighbors. The influence of the individual spreads from the center to the surrounds and follows a gradient descent rule. In this paper, we propose a new method to identify influential nodes in complex social networks and name it Diffusion Centrality. This measure describes the influence spread rules of the real world well. Numerical examples are provided to demonstrate the efficiency of the proposed method.
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I. INTRODUCTION

How to identify influential nodes in complex networks has attracted increasing attention in recent years [1-9]. Concretely, we need to focus on how to measure the ability of a node to spread information or disease to a large crowd of individuals in the network. Until now, lots of centrality measures have been proposed, such as three classical centrality measures—Degree centrality (DC), the Betweenness Centrality (BC) [10] and the Closeness Centrality (CC) [11], which are studied and compared with the proposed method in this paper.

First, CC considers the assumption that the information or disease between two nodes spreads on their shortest path, which is regarded as the most efficient transport manner. Therefore, the definition of CC is that the inverse of the average shortest path distances from a node to all other nodes in the network. Recently, Kitsak et al. [12] argue that the node spreading influence is determined by its location in a network. By decomposing a network with the k-shell decomposition method, they found that the most influential nodes, namely the network core, could be identified by the largest k-core values. In 2011, Chen et al. [13] proposed an effective Semi-local Centrality which can give a better result in low computational complexity than other methods, such as BC and CC.

In this paper, we propose a novel centrality measure to identify influential nodes in complex networks—Diffusion Centrality. Inspired by the influence (or power strength) spreading rules of most individuals, one not only influences its nearest friends or family members but also members of his friends or family members. In a word, the diffusion rule of an individual is limited to two layers of the center in social networks. Therefore, according to this rule, we define a novel influence centrality measure to identify influential nodes in complex networks.

The rest of the paper is organized as follows. Section 2, we introduce the basic concepts of the three classical measures and the disease spreading model—SI model [14]. We proposed our method Diffusion Centrality in Section 3. Then, some numerical examples are used to demonstrate the validity and efficiency of our proposed model in Section 4. Section 5 concludes the paper.

II. BASIC THEORY

A. Three Classical Centrality Measures.

Degree centrality, closeness centrality and between-ness centrality have been well defined in Ref. [11] to identify influential nodes in a complex network.

Definition 2.1. The DC of node \( i \), denoted as \( C_D(i) \), is defined as

\[
C_D(i) = \sum_j x_{ij}
\]

(1)

where \( i \) is the focal node, \( j \) represents all other nodes, \( N \) is the total number of nodes, and \( x_{ij} \) represents the connection between node \( i \) and node \( j \). The value of \( x_{ij} \) is defined as 1 if node \( i \) is connected to node \( j \), and 0 otherwise.
The closeness and betweenness centrality measures rely on the identification and length of the shortest paths among nodes in the networks. Therefore, a large number of approaches have been great interest in the shortest distances among nodes in networks [2].

Definition 2.2. In a binary network, the shortest path is found by minimizing the number of intermediary nodes, and its length is defined as the minimum number of ties linking the two nodes, either directly or indirectly [15]:

$$d(i, j) = \min_{x_1, \ldots, x_h} \left( x_1 + \cdots + x_h \right)$$  \hspace{0.5cm} (2)

where h are intermediary nodes on paths between node i and j.

Definition 2.3. The CC of node i, denoted as $C_C(i)$, is defined as

$$C_C(i) = \left[ \sum_{j \neq i} d_{ij} \right]^{-1}$$  \hspace{0.5cm} (3)

where $d_{ij}$ denotes the distance between node i and node j.

Definition 2.4. The BC of node i, denoted as $C_B(i)$, is defined as

$$C_B(i) = \left( \sum_{s \neq i} g_{s,t} \right) \frac{n(n-1)}{2}$$  \hspace{0.5cm} (4)

where $g_{s,t}$ is the number of binary shortest paths between node s and node t, and $g_{s,i}$ (i) is the number of those paths that go through node i. This formula $\frac{n(n-1)}{2}$ is used to normalize the betweenness centrality value, where n is the number of the nodes.

B. SI Model.

To evaluate the performance of the proposed model, we adopt the SI model to examine the spreading influence of nodes ranked by different methods [16, 17]. In this model, there are two compartments, namely susceptible S(t) and infected I(t). S(t) is expressed as the number of individuals susceptible to (not yet infected) the disease, and I(t) represents the number of individuals that have been infected and are able to spread the disease to susceptible individuals. At each step, each infected node spreads the disease to all its neighbors with probability $P$. Node j is infected by node i with probability $P_j = \frac{\omega_j}{\max(\omega) + 1}^\alpha$, $\alpha > 0$, where $\omega_j$ is the weight of edge Eij and $\alpha$ is a positive number in the SI model [14]. Since $\frac{\omega_j}{\max(\omega) + 1} < 1$, the smaller the $\alpha$ is, the more quickly the infection spreads. The total number of infected nodes at time t, denoted by F(t), can be considered as an indicator to evaluate the influence of the initially infected node at time t. Clearly, F(t) increases with t, and stops when there is no reachable susceptible node to be infected.

III. PROPOSED METHOD

Consider an individual in real world, he or she would probably influence his or her friends directly. Then, his or her friends would accept the influence and spread it to their neighbors. Without doubt, personal influence is presented as a form of diffusion. However, the influence accepted by the next nearest friends is smaller than the nearest friends. Therefore, the influence in social networks of the real world here takes on some form of gradient descent.

In order to describe the above influence diffusion rule, we propose a new centrality measure to identify influential nodes in social networks - Diffusion Centrality. It considers both the nearest and the next nearest neighbors with descent weight factor. The Diffusion Centrality $C_D(v)$ of node v is defined as

$$C_D(v) = (1 - \alpha) \sum_{i \in \Gamma(v)} W(i) + \alpha \sum_{j \in \Psi(v)} W(j)$$  \hspace{0.5cm} (5)

where $\Gamma(v)$ is the set of the nearest neighbors of node v and $\Psi(v)$ is the set of the next nearest neighbors of node v. W(i) is the weight of edge $L_i$, and W(j) is the sum of edge weights of node j. As we know, the influence of an individual has the property of direction. Therefore, undirected edge actually means mutual influence between two adjacent individuals. Take Fig. 1, node 1 has five nearest neighbors and one next neighbors and thus the value of the first influence layer $\sum_{i \in \Gamma(1)} W(i) = 8$ and the second influence layer $\sum_{j \in \Psi(1)} W(j) = 23$. Set the descent weight factor $\alpha = 0.5$, then, we get $C_D(1) = 15.5$.

Diffusion Centrality measure is likely to be more effective to identify influential nodes than degree centrality measure as it coincides with the social influence spreading rule.
In addition, Diffusion Centrality has much lower computational complexity than between-ness and closeness centralities—the computational complexity of Diffusion Centrality is $O(n(k)^2)$ which grows linearly with the size of a network.

IV. NUMERICAL EXAMPLE

In this section, we will adopt one simple networks and three real-world networks to testify the efficiency and validity of the proposed Diffusion centrality. Meanwhile, comparisons with another three know centrality measures (DC, CC and BC) are also given to shown the difference between them.

In this paper, we adopt three real-world networks to demonstrate the efficiency of the proposed method. The first is a coauthorship network of scientists working on network theory and experiment (for short, NetScience) [18]. The second is a network of e-mail interchanges between members of the University Rovira i Virgili (for short, Email) [19]. Last one is the protein-protein interaction network in budding yeast (for short, Yeast) [20]. Moreover, some properties of these networks are also outlined in Table 1.

As shown in Fig. 2, we compare Diffusion Centrality with other three traditional centrality measures by comparing the influence of nodes that appear in the top-10 list either by DC (or BC, CC) or the proposed method, but do not appear in both lists. The upper three panels show that Diffusion
Centrality always performs better than BC and CC in the network NetScience. Note that DC is better that Diffusion Centrality in the initial steps. Later, the infected nodes become less than Diffusion Centrality as times go on. Similarly, we can also obtain that the Diffusion Centrality measures the influential nodes in a better way than BC and CC in the networks Email and Yeast, except DC better than Diffusion Centrality in Yeast. In sum, the proposed method Diffusion Centrality shows great performance than DC, BC and CC.

### Table I: The basic topological features of the three real networks. N and M are the total numbers of nodes and links, respectively. \( \langle k \rangle \) and \( k_{\text{max}} \) denote the average and the maximum degree. C and \( \langle l \rangle \) are the clustering coefficient and average path length, respectively.

<table>
<thead>
<tr>
<th>Data</th>
<th>n</th>
<th>m</th>
<th>( \langle k \rangle )</th>
<th>( k_{\text{max}} )</th>
<th>C</th>
<th>( \langle l \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yeast</td>
<td>2375</td>
<td>11693</td>
<td>9.847</td>
<td>118</td>
<td>0.306</td>
<td>5.096</td>
</tr>
<tr>
<td>Netscience</td>
<td>379</td>
<td>914</td>
<td>4.823</td>
<td>34</td>
<td>0.741</td>
<td>6.42</td>
</tr>
<tr>
<td>Email</td>
<td>1135</td>
<td>5451</td>
<td>9.622</td>
<td>71</td>
<td>0.220</td>
<td>3.606</td>
</tr>
</tbody>
</table>

### IV. Conclusion

In this paper, a novel centrality measure Diffusion Centrality is proposed based on social influence spreading rule to identify influential nodes in complex networks. By considering two layer influence spreading rule, the proposed method is more effective than the traditional methods - DC, BC and CC. The numerical examples show that proposed method approach can effectively identify influential nodes in complex networks. In the near future, we may try to apply Diffusion Centrality to evaluate the real influence of each person in some fields of real world, such as academic researchers, company leaders and so on.
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