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Abstract - The advantages of FCM algorithm are that it is mainly applied in point data cluster and cannot directly process relational data, for which the paper proposes a clustering algorithm in data mining based on web log. Firstly, the paper improves FCM algorithm which makes it process relational data, and makes robustness improvement on the algorithm. Then, the traditional FCM algorithm needs to determine in advance on the basis of no prior knowledge, for which the paper introduces competition agglomerative algorithm and makes it combine with FCM algorithm, which generates CA-FCM algorithm making it automatically determine category number of the best classification. The experiments show that mining results of CA-FCM algorithm is close to the mining results of FCM algorithm, and the performance of CA-FCM algorithm is better than that of FCM algorithm when the number of users access to session is not large.
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I. INTRODUCTION

As a rich source of information, Web has gradually entered all aspects of people’s study, work and life. With the increasing complexity of Web structures and the increasing hugeness of information, it has become more and more difficult for users to

In the Web log mining, the first task is the Web log data preparation. The data preparation is the data mining earlier period essential work. It is the prerequisite to data mining algorithm that could provide effectively input and gain the valuable mining result. The traditional Web log data preparation can’t eliminate the influence of frame page, and remove the logs of picture’s link simply. So it can’t recurrence the user access scene better and cause mining result interest to reduce. Therefore, this paper proposes an approach to restructure the Web site structure and proposes a data preparation which based on the restructured Web site structure. The experiment indicates, uses the approach can even better recurring user access scene and provides effective data for Web log mining.

The mining algorithm includes cluster analysis, association rule, classification and prediction and so on. This paper’s target is obtaining user access clusters. So it adopts cluster technology.

As the main channel for information release on the internet, Web not only has shown huge commercial value and application potential, but also the popular and important means of people acquiring information [1]. But the change of it is huge, diversified and dynamic. With the increase of the scale and complexity of Web sits, design and maintenance of sits has become more and more difficult [2]. Website designers try their best to optimize their own website to attract and retain more users, but it must depend on full mastery of website information [3]. Websites operators not only need good aides design, but also need to adjust web page structure dynamically according to the users' access interest, access frequency and access time, and should improve the service for better meet the needs of visitors [4]. And the visitors hope to use the simplest way to get the most accurate information and expect to personalization service. However, a useful tool to slove these needs is Web data mining, that is, the ideas and methods of data mining are used to mine useful information on Web [5].

The paper analyzes and summarizes the experience and achievements of relevant researchers. And uses fuzzy c-Means clustering algorithm to mine Web log to realize the access to page clustering for the users. But fuzzy c-Means clustering algorithm, we propose a improved FCM clustering algorithm based on Web log mining to find similar customers and page clustering, which provides basis for adjusting website structure and personalized service.

II. IMPROVEMENT OF FCM ALGORITHM

A. Improvement on Robustness of Algorithm

In the set of user session and user visiting pages, there may be some cases as follows: user browsing behavior represented by them is objectless navigation on internet. As for other user sessions with the purpose of access, it can be regarded as noise data.

FCM algorithm demands that membership matrix
Data is determined, and the initialization membership matrix is

\[ U = [u_{ik}]_{i=1,2,\cdots,k=1,2,\cdots,n} \]

In step 2, \( d_{i+2} = \delta \) and \( k = 1,2,\cdots,n \).

In step 3, \( c + 1 \) replaces \( c \).

Noise clustering proposed by Dave in 1991 can be used to process noise data. And Dave proposes that noise data is included in a single noise class which makes noise data separate from other data and can't cause to reduce the quality of clustering analysis. Dave defined noise prototype as the representative of noise class, the distance from noise center to all data objects is equal, which is called noise distance. Although Dave pointed out that the noise distance can takes different values later, it is regulated as constant \( \delta \) here.

\( c \) is used to represent the number of good cluster which is relative to noise data, and a cluster is added, that is, the class \( (c+1) \) is used to represent noise clustering, and the distance from data object \( x_i \) to noise center is \( d_{i+1} = \delta \), the membership attaching to noise clustering is represented as \( u_{i} = \frac{1}{\sum_{k=1}^{n} u_{i}} \), \( k = 1,2,\cdots,n \). And the constraint condition of membership for good cluster \( \sum_{k=1}^{n} u_{ik} \leq 1 \), \( k = 1,2,\cdots,n \) can be changed into \( \sum_{k=1}^{n} u_{ik} \leq 1 \), \( k = 1,2,\cdots,n \), which makes the sum of membership for noise data in good cluster is arbitrarily small. And the objective functions of FCM algorithm is changed into:

\[
J_{\alpha}(U,V) = \sum_{i=1}^{c} \sum_{k=1}^{n} (u_{ik})^{\alpha} (d_{ik})^{2} + \sum_{k=1}^{n} (u_{ik})^{\alpha} \delta^{2}
\]  

(1)

where \( \delta^{2} = \sum_{k=1}^{n} \sum_{j=1}^{c} (d_{ij})^{2} \) is a constant set by the user which represents the squared distance of each data object to noise center.

Its significance is that if the squared distance of a data object to any good cluster is greater than \( \delta^{2} \), the data objects is seen noise data, and the degree attaching to noise clustering is the biggest.

FCM algorithm needs to change as follows:

In step 1, the value of noise clustering \( \alpha \) and noise distance \( \delta \) are determined, and the initialization membership matrix is

\[ U = [u_{ik}]_{i=1,2,\cdots,k=1,2,\cdots,n} \]

In step 2, \( d_{i+1} = \delta \) and \( k = 1,2,\cdots,n \).

In step 3, \( c + 1 \) replaces \( c \).

The selection of \( \delta \) is a very complicated problem, which needs to estimate the size of each cluster. However, in the actual problem, noise distance can take the follow constant:

\[
\delta^{2} = \lambda \left[ \sum_{i=1}^{c} \sum_{j=1}^{n} (d_{ij})^{2} \right] / cn
\]  

(4)

where \( \lambda \) is proportionality coefficient which needs to be selected according to the type of the data to be clustered, and it reduces gradually with the algorithm.

It is more direct for noise clustering method to apply to objective data compared with relational data, the reason for which is that there is clustering center in relational data cluster in the strict sense, so there is no noise center. In relational cluster, Noise clustering is defined as the cluster with the same dissimilarity degree between any two data objects, that is, \( * \) is used to replace noise clustering, \( \{R_{jk}\}_{1 \leq j \leq n, 1 \leq k \leq n} \), in which \( \delta \) is constant and is called dissimilarity degree of noise. According to the definition, the dissimilarity degree between any two data objects in noise clustering is \( \delta \). Therefore, the dissimilarity degree between any two data objects in a good cluster can’t be greater than \( \delta \).

Obviously, if the dissimilarity degree between the data objects of each good cluster and some data object of the data concentration to be clustered is greater than \( \delta \), the data object should be divided into noise clustering. On the other hand, if the dissimilarity degree between some data object and at least one data object in a good cluster is less than \( \delta \), the data object should belong to the good cluster and not belong to noise clustering.

Noise clustering (NC) is applied in FCM algorithm of relational data, and the objective function should be
changed into:

\[ J_\epsilon(U,V) = \sum_{i=1}^{m} \sum_{k=1}^{c} U_{ik}^\epsilon \gamma (d_{ik})^\gamma + \sum_{i=1}^{m} U_{ik}^\epsilon \delta (d_{ik})^\delta - \rho \left( \sum_{i=1}^{m} \sum_{k=1}^{c} U_{ik}^\epsilon \right)^\gamma \left( \sum_{k=1}^{c} U_{ik}^\epsilon \right)^\delta \]

(5)

In the formula, * represents noise clustering. Hathaway deduced \( d_{ik}^\epsilon = \frac{1}{2} \delta \), so FCM algorithm of relational data needs to do the following changes:

In step (1), the value of noise clustering \( \epsilon \) and noise distance \( \delta \) are determined, and the initialization membership matrix is \( U = [u_{ik}]_{i=1,2,\cdots,n \times k} \).

In step 2, \( d_{ik}^{(t+1)} = \delta \) and \( k = 1,2,\cdots,n \).

In step 3, the following formula replaces, and the membership of data object attaching to noise clustering can be calculated:

\[ U_{ik}^{(t+1)} = \left[ \frac{1}{(d_{ik}^{(t+1)})^\gamma} \right] \sum_{i=1}^{m} \left[ \frac{1}{(d_{ik}^{(t+1)})^\gamma} \right] + \left[ \frac{2}{\delta} \right]^\gamma \]

(6)

And the membership of data object attaching to noise clustering can be calculated:

\[ U_{ik}^{(t+1)} = \left[ \frac{2}{\delta} \right]^\epsilon \sum_{i=1}^{m} \left[ \frac{1}{(d_{ik}^{(t+1)})^\gamma} \right] + \left[ \frac{2}{\delta} \right]^\gamma \]

(7)

The above changes and the introduction of a new noise clustering can form FCM algorithm of strong relational data which can process the data set including noise. And the paper call it as strong FCM algorithm of relational data.

**B. Realization of CA-FCM Algorithm**

In the CA-FCM algorithm of robust relational data, the objective function is added a feature, which makes it as:

\[ J = \sum_{i=1}^{m} \sum_{k=1}^{c} U_{ik}^\epsilon \gamma (d_{ik})^\gamma + \sum_{i=1}^{m} U_{ik}^\epsilon \delta (d_{ik})^\delta - \rho \left( \sum_{i=1}^{m} \sum_{k=1}^{c} U_{ik}^\epsilon \right)^\gamma \left( \sum_{k=1}^{c} U_{ik}^\epsilon \right)^\delta \]

(8)

as a new objective function, the iterative method is used to evaluate the approximate value of the minimum. And the steps of algorithm are as follows:

1. **Initialization.** \( m = 2 \), and the objective function is:

\[ J = \sum_{i=1}^{m} \sum_{k=1}^{c} U_{ik}^\epsilon \gamma (d_{ik})^\gamma + \sum_{i=1}^{m} U_{ik}^\epsilon \delta (d_{ik})^\delta - \rho \left( \sum_{i=1}^{m} \sum_{k=1}^{c} U_{ik}^\epsilon \right)^\gamma \left( \sum_{k=1}^{c} U_{ik}^\epsilon \right)^\delta \]

(9)

In the formula, * represents noise clustering, the iteration counter \( t \) is 0, and \( c \) value, \( \eta_0 \) value, \( \tau \) value and \( \lambda \) value of the maximum clustering category number are determined, the membership matrix \( p^{(0)} \) is initialized. The minimal threshold of class base is \( n_e \), iterative stop threshold value is \( e \), \( \beta = 0 \), and \( R_\beta \) is the original dissimilarity matrix \( R = [R_{k}]_{n \times n} \). \( p^{(i)} \) meets the following formulas:

\[ \sum_{i=1}^{m} u_{ik} + u_{ik} = 1 \quad k = 1,2,\cdots,n \]

\[ 0 \leq u_{ik} \leq 1 \quad i = 1,2,\cdots,c \quad k = 1,2,\cdots,n \]

\[ 0 \leq u_{ik} \leq 1 \quad i = 1,2,\cdots,c \quad k = 1,2,\cdots,n \]

Calculating the cardinality of the cluster \( i \):

\[ n_e^{(i)} = \sum_{i=1}^{m} u_{ik}^{(i)} \quad i = 1,2,\cdots,c \]

(9-A, 36)

Calculating the cardinality of noise cluster:

\[ n_e^{(i)} = \sum_{i=1}^{m} u_{ik}^{(i)} \]

Updating the distance, and calculating the new membership vector and the distance between data objects and cluster:

\[ p_{i}^{(i+1)} = \left( \frac{u_{ik}^{(i)} \cdots u_{ik}^{(i)}}{( \sum u_{ik}^{(i)})^\gamma} \right) \]

(10)

As for any \( i \) and \( k \), if \( (d_{ik}^{(i+1)})^2 < 0 \), calculating:

\[ \lambda \beta = \max \left\{ -2(d_{ik}^{(i+1)})^2 \right\} \]

(11)

\[ (d_{ik}^{(i)})^2 = (R_{k} p_{i}^{(i)})^2 - \frac{1}{2} (p_{i}^{(i)})^2 R_{k} (p_{i}^{(i)}) \]

(38)

As for any \( i \) and \( k \), if \( (d_{ik}^{(i+1)})^2 < 0 \), calculating:

\[ \epsilon_{k} \]

The above formula represents the vector of the \( k \) column of unit matrix in \( R_{\epsilon} \).
Determining the distance $\delta$ from data object to noise clustering:

$$\delta^2 = \lambda \left[ \sum_{c=1}^{n} \sum_{i=1}^{m} \left( d_{ic}^{(0)} \right)^2 \right]$$

(14)

$$\left( d_{ic}^{(0)} \right)^2 = \frac{1}{2} \delta$$

(15)

Updating $a(t+1)$ and membership matrix:

$$a(t+1) = a(t) e^{-\left( \frac{\lambda}{\tau} \right) t}$$

(16)

$$a(t+1) \eta(t+1) = \frac{\sum_{c=1}^{n} \sum_{i=1}^{m} a_{ic} \eta_{ic} \left( d_{ic}^{(0)} \right)^2}{\sum_{c=1}^{n} \sum_{i=1}^{m} a_{ic} \eta_{ic}}$$

(17)

$k = 1, 2, \cdots, n$ defines the following set:

$$I_k = \left\{ 1 \leq i \leq c : \left( a_{ic}^{(0)} \right)^2 = 0 \right\}$$

(18)

$$T_k = \{ 1, 2, \cdots, c \} - I_k$$

(19)

If $u_{i}^{(t)} > 1 \Rightarrow u_{i}^{(t)} = 1$ and $u_{i}^{(t)} < 0 \Rightarrow u_{i}^{(t)} = 0$,

$$u_{i}^{(t)} = \frac{\lambda}{\sum_{c=1}^{n} \left( \left( a_{ic}^{(0)} \right)^2 - \eta_{ic} \right)} \sum_{c=1}^{n} \left( \left( a_{ic}^{(0)} \right)^2 - \eta_{ic} \right)$$

(20)

If $u_{i}^{(t)} > 0 \Rightarrow u_{i}^{(t)} = 1$, and $u_{i}^{(t)} < 0 \Rightarrow u_{i}^{(t)} = 0$,

$$u_{i}^{(t)} = \begin{cases} 0, & \forall i \in T_k \\ 1, & \sum_{i=1}^{m} u_{i}^{(t)} \end{cases}$$

(21)

If $I_k$ is not null set

III. SIMULATION EXPERIMENT OF ALGORITHM

The paper uses Visual C++ 6.0 to realize the above-mentioned similarity algorithm of user access, and uses some data of data table session_20071215 as experimental data to get the similarity of user sessions. The results are represented by similarity matrix to be as the input of user session clustering algorithm.

Because of the limitation of the space, Table 1 only gives partial similarity matrix. S1, S2, ..., S8 in the table are the number of user sessions. Because the similarity matrix is symmetric matrix, the table only gives the upper triangular matrix.

<table>
<thead>
<tr>
<th>Session</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>1.0000</td>
<td>0.1482</td>
<td>0.3162</td>
<td>0.2225</td>
<td>0.2236</td>
<td>0.1933</td>
<td>0.1491</td>
<td>0.2000</td>
</tr>
<tr>
<td>S2</td>
<td>1.0000</td>
<td>0.1000</td>
<td>0.0000</td>
<td>0.2747</td>
<td>0.0000</td>
<td>0.2387</td>
<td>0.1159</td>
<td>0.0000</td>
</tr>
<tr>
<td>S3</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.3536</td>
<td>0.0000</td>
<td>0.2357</td>
<td>0.3162</td>
</tr>
<tr>
<td>S4</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.3584</td>
<td>0.1741</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>S5</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.1667</td>
<td>0.2236</td>
</tr>
<tr>
<td>S6</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.1512</td>
<td>0.0000</td>
</tr>
<tr>
<td>S7</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.1491</td>
</tr>
<tr>
<td>S8</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
According to the membership matrix of the fourth iteration, each user visiting session is assigned to the cluster with the maximum membership, and 7 clusters are achieved, as shown in Table 2.

In the above table, most weights of URL in the cluster C4 is less than 0.2, which can be judged as noise cluster.

Respectively calculating the intra-class similarity of each cluster $S_{int}^{class}$ and similarity between classes $S_{int}^{class}$, as shown in Table 3.

From the calculation results of intra-class similarity in the above table, the intra-class similarity of cluster C4 is evidently lower than that of other clusters, so it is noise cluster, which is the same as the result of Table 2. The mean value of intra-class similarity and similarity between classes are the mean value after removing the noise cluster. Although the absolute quantity of the mean value (0.253) of intra-class similarity is not larger, but it is larger compared with the average similarity of all sessions between two users. The mean value of intra-class similarity for each clustering is more close to the average similarity of sessions between two users. And we can know that the clustering result is better.

IV. SUMMARY AND CONCLUSIONS

Based on detailed analysis on the advantages and disadvantages of the existing clustering algorithms, the paper studies and improves FCM algorithm in view of the characteristics of Web log data. FCM algorithm has the disadvantages that it is mainly applied to point data clustering and can’t directly process relational data, for which, the paper firstly improves FCM algorithm to make it process relational data, and makes robust improvement on the algorithm. Then, as traditional FCM algorithm needs to be on the basis without priori knowledge, the paper predetermines the disadvantages of the number of clustering categories, introduces CA algorithm which is combined with FCM algorithm, which forms CA-FCM algorithm to automatically determine the best number of categories. And a weight is added to the membership to reduce the influence of the outlier data on clustering center. Finally, the paper proposes the weighting CA-WFCM algorithm based on competitive agglomeration aiming at the characteristics of Web log data.

The paper improves FCM algorithm based on the characteristics of Web log data, which makes it can directly cluster the relational data. And for the disadvantage of FCM algorithm that it is difficult to determine in advance the clustering category number $C$, the paper uses the mechanism based on competition condensation algorithm combined with FCM algorithm, which forms CA-FCM algorithm and makes robust improvement on algorithm. At last, the paper makes detailed experiment and analysis on the algorithm, and compares it with the results of FCM algorithm, which proves the feasibility and correctness of the algorithm.
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