An Adaptive CMAC Neural Network Back-Stepping Controller for Robot Manipulators with Unknown Disturbances
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Abstract - The performance of robot manipulators might degrade significantly due to the presence of unknown disturbances. An adaptive Cerebellar Model Articulation Controller (CMAC) neural network back-stepping controller is proposed to improve the system performance. The controller is composed of a CMAC neural network identification model and an adaptive back-stepping control. The identification model is used to approximate the unknown nonlinear function of the robot manipulators. Then the back-stepping control is able to track the desired trajectories based on the approximation function. Simulation results show that the proposed controller has strong robustness.
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I. INTRODUCTION

Robot manipulators are widely used in processing industries, such as surgery, manufacturing, aerospace, etc. However, robot manipulators are nonlinear dynamic system because of the imprecision manufacturing of the manipulator links, unknown loads, nonlinear friction and external disturbances. Therefore, design of a robust adaptive controller to improve the performance of robot manipulators is one of the most challenging tasks for engineers, especially when robot manipulators need to operate very quickly in response to external disturbances.

Recently, the sliding mode control [1, 2], Model Predictive Control [3] and intelligent control [4, 5] are used in robot manipulators so that the robot is able to track different types of reference trajectory. Although the robot control field has achieved significant progress, there are still some problems to be solved for practical implementations, particularly in the case of suffering perturbations and lack of accurate system dynamics.

In this paper, we adopt an Adaptive Cerebellar Model Articulation Controller neural network back-stepping Controller (ACMACNNBC) for a 2-DOF robot. The AMCACNNBC is composed of a CMAC neural network identification model and an adaptive back-stepping controller. In the most practice, it is unable to obtain the exact parameters of the system and external disturbances. To overcome this problem, the CMAC neural network identification is applied to approximate the system dynamic parameters. An adaptation law of the controller is synthesized using the Lyapunov stability theorems in order to guarantee global stability of the system.

II. DYNAMICS OF ROBOT MANIPULATOR

As is well known, neglecting friction, the nonlinear dynamic model of an n rigid-link robot manipulator is described by the following Lagrange form [6]:

\[ M(q) \ddot{q} + C(q, \dot{q})\dot{q} + G(q) + d = \tau \]  

where \( q, \dot{q}, \ddot{q} \in \mathbb{R}^n \) represent the joint position, velocity and acceleration vectors, respectively. \( M(q) \in \mathbb{R}^{n \times n} \) is the inertia matrix, \( C(q, \dot{q}) \in \mathbb{R}^{n \times n} \) is Coriolis and centripetal matrix. \( G(q) \in \mathbb{R}^{n \times 1} \) is the vector of gravity terms, \( d \in \mathbb{R}^{n \times 1} \) is a bounded unknown disturbances and \( \tau \in \mathbb{R}^{n \times 1} \) is the control input torque.

**Property 1.** The inertia matrix \( M(q) \) is symmetric, bounded and positive definite.

**Property 2.** The matrix \( M(q) - 2C(q, \dot{q}) \) is skew-symmetric and \( C(q, \dot{q}) \) is uniformly bounded.

**Property 3.** \( G(q) \) and \( d \) are uniformly ultimately bounded (UUB). Defining \( ||G(q)|| \leq G_b \) and \( ||d|| \leq d_b \), \( G_b \) and \( d_b \) are known positive constants.

To simplify the problem, we choose a two-degree of freedom (2-DOF) robot manipulator as the control plant, which may serve as representative of many industrial processes. As illustrated in Fig. 1, Let \( x_1 = q=[\dot{q}, \ddot{q}]^T \), \( x_2 = \dot{q} \), the dynamic system is expressed in Eq.(1) can be written as [7]:

\[ \begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= M^{-1}(x_1)\tau - M^{-1}(x_1)C(x_1,x_2)x_2 - M^{-1}(x_1)G(q) + d
\end{align*} \]  

And the matrices are given:
M(q) = \begin{bmatrix} P_2 + P_2 + 2M_r l_1 \cos \theta_1 & P_2 + M_r l_2 \cos \theta_2 \\ P_2 + M_r l_2 \cos \theta_2 & P_2 \end{bmatrix}

C(q, \dot{q}) = \begin{bmatrix} -M_r \ddot{\theta}_1 \sin \theta_1 \\ M_r \ddot{\theta}_2 \sin \theta_2 \\ 0 \end{bmatrix}

G_k(q) = \begin{bmatrix} (M_r + M_r) g \cos \theta + M_r g \cos (\theta + \theta_2) \\ M_r g \cos (\theta + \theta_2) \end{bmatrix}

where \( P_1 = 1.33M_r l_1^2 + \frac{1}{2}M_1 l_1^2 \), \( P_2 = 1.33M_2 l_2^2 \). \( M_1, \theta_1, l_1 \) represent mass, joint position and length of link 1, and \( M_2, \theta_2, l_2 \) represent mass, joint position and length of link 2, respectively. \( r_1 \) is the distance between the center of gravity of the link 1 and the axis of the joint 1 and \( r_2 \) is the distance between the center of gravity of the link 2 and the axis of the joint 2. \( g \) is gravitation constant.

III. DESIGN OF THE CONTROLLER

A. Description of CMAC

The structure of CMAC includes input space, association memory space, receptive-field space, weight memory space and output space. According to Ref. [8, 9], the signal propagation and the basic function are introduced in each space of the CMAC as follows:

1. Input space: \( \mu = [\mu_1, \mu_2, ..., \mu_n]^T \in \mathbb{R}^n \) is the input. Each input state variable can be quantized into discrete regions (called an element) according to a given control space.

2. Association memory space: Several elements are accumulated as a block, each block performs a receptive-field basis function. The Gaussian function is usually chosen as the receptive-field basis function

\[ \phi_\mu(\mu_i) = \exp \left( -\frac{(\mu - \mu_i)^2}{2b^2} \right) \text{ for } i = 1, 2, ..., H \]

where \( \phi_\mu(\mu_i) \) denote the \( i \)th block receptive-field basis function for the \( j \)th input with the center of \( C_j \) and the width \( b_j \), \( H \) is the number of the blocks.

3. Receptive-field space: In this space, the \( m \)th multidimensional receptive-field function is defined as

\[ \Phi_m(\mu) = \prod_{j=1}^{m} \phi_\mu(\mu_j), \text{ for } m = 1, 2, ..., N \]

where \( N \) is the number of receptive-field. The function can be written in a vector notation as

\[ \Phi(\mu, C, b) = [\Phi_1, \Phi_2, ..., \Phi_N]^T \]

where \( C = [c_{11}, ..., c_{1l}, c_{21}, ..., c_{2l}, ..., c_{n1}, ..., c_{nl}]^T \), and \( b = [b_{11}, ..., b_{1l}, b_{21}, ..., b_{2l}, ..., b_{nl}]^T \).

4. Weight memory space: Each location of the receptive-field space contains adjustable weights values in the weight memory space with \( N \) components can be expressed in a vector as

\[ W = [W_1, W_2, ..., W_N]^T \]

where \( W_m \) denotes the connecting weights value of the \( m \)th receptive-field.

5. Output space: the output of CMAC NN is the algebraic sum of the activated weights in weight memory space, which can be written in a vector form as

\[ y = W^T \Phi(\mu) \]

B. Design of ACMACNNBC

Assuming that \( y_d \) and \( \alpha_1 \) are desired value of state variables \( x_1 \) and \( x_2 \), respectively, the error states between the state variables and the desired values can be defined as follows:

\[ z_1 = x_1 - y_1 \]

and

\[ z_2 = x_2 - \alpha_1 \]

By substituting (12) into the time derivative of (11), we can acquire results in the following tracking error dynamics as

\[ \dot{z}_1 = \ddot{x}_1 - \ddot{y}_d = \dot{x}_2 - \dot{y}_d = z_2 + \alpha_1 - \dot{y}_d \]

Select the virtual controller as \( \alpha_1 = -\dot{\lambda}z_1 + \dot{y}_d \), where \( \lambda > 0 \).

Consider the following Lyapunov function candidate

\[ V_1 = \frac{1}{2}z_1^T z_1 \]

By differentiating Lyapunov function and using (13), the first derivative of the Lyapunov function can be written as

\[ \dot{V}_1 = z_1^T \ddot{z}_1 = z_1^T (\dot{x}_1 - \dot{y}_d) = z_1^T (\dot{x}_2 - \dot{y}_d) = z_1^T (z_2 + \alpha_1 - \dot{y}_d) = z_1^T (z_2 + \alpha_1 - \dot{y}_d) = z_1^T (z_2 + \alpha_1 - \dot{y}_d) = z_1^T (z_2 + \alpha_1 - \dot{y}_d) = z_1^T (z_2 + \alpha_1 - \dot{y}_d) = z_1^T (z_2 + \alpha_1 - \dot{y}_d) = z_1^T \]

From (2) and (12), it can be obtained:

\[ \dot{z}_2 = \dot{x}_2 - \dot{\alpha}_1 = -M^T Cx_2 - M^T (G_0 + d) + M^T r - \dot{\alpha}_1 \]
To make $z_2$ as small as possible, the following control input torque $\tau$ is selected as

$$\tau = -\lambda_2 z_2 - z_1 - F$$

(16)

where $\lambda_2$ is a positive constant, $F$ is the nonlinear robot function.

In this case, consider the second Lyapunov function as follows

$$V_2 = V_1 + \frac{1}{2} z_1^T M z_1$$

(17)

In view of (15) and using Property 2, differentiating (17) yields

$$\dot{V}_2 = \dot{V}_1 + \frac{1}{2} z_1^T M \dot{z}_1 + \frac{1}{2} \dot{z}_1^T M \dot{z}_1 + \frac{1}{2} z_1^T \dot{M} z_1$$

$$= -\lambda_2 z_1^T z_1 + z_1^T \dot{z}_1 + z_1^T M (\lambda_1 - \alpha_1) + z_1^T \dot{C} z_1$$

(18)

$$-M \dot{\alpha}_1 - (G_d + d)$$

$$= -\lambda_2 z_1^T z_1 + z_1^T \dot{z}_1 + z_1^T (f + \tau) - z_1^T (G_d + d)$$

where $f = -C \dot{q} - M \ddot{q}$. Substituting (16) into (18) yields

$$\dot{V}_2 = -\lambda_2 z_1^T z_1 - \lambda_2 z_1^T z_1 + z_1^T (f - F) - z_1^T (G_d + d)$$

(19)

The CMAC is adopted to approximate the unknown nonlinear function $f$ so that we can conclude that asymptotic stability of the system is guaranteed. The next step is to select an appropriate CMAC adaptive weight law, and then stability synthesis can be performed for closed-loop system by Lyapunov method.

Assume that the nonlinear function $f$ is approximated by CMAC NN for some constant known ideal weight $W$ from (10) and expressed as

$$f = \tilde{W}^T \Phi(\mu)$$

(20)

Define the estimate of the value of (20) as

$$\tilde{f} = \hat{W}^T \Phi(\mu)$$

(21)

with $\hat{W}$ the current values of the NN estimated weights.

It’s provided by the adaptive weight law. So estimation error of the weight is

$$\hat{W} = W - \hat{W}$$

(22)

The ideal weight is bounded by known positive values $W_{\text{max}}$ as follows:

$$\|W\| \leq W_{\text{max}}$$

(23)

Since $\hat{W}$ is a constant, take a derivative with (22), it can be obtained

$$\dot{\hat{W}} = -\hat{W}$$

To speed up the convergence of the controller, the adaptive weights law is defined as

$$\dot{\hat{W}} = kG \|z_1\| W - z_1^T G \Phi(\mu)$$

(24)

where $G$ is a positive definite matrix and $k$ is a positive constant.

Select the global Lyapunov function candidate as

$$V = V_1 + \frac{1}{2} \text{tr} \left( \tilde{W}^T G^2 \hat{W} \right)$$

By differentiating the yields of $V$, we obtain

$$\dot{V} = \dot{V}_1 + \frac{1}{2} \text{tr} \left( \tilde{W}^T G^2 \hat{W} \right)$$

$$= -\lambda_2 z_1^T z_1 - \lambda_2 z_1^T z_1 + z_1^T (f - F)$$

(25)

$$-z_1^T (G_d + d) + \text{tr} \left( \tilde{W}^T G^2 \hat{W} \right)$$

$$= -\lambda_2 z_1^T z_1 - \lambda_2 z_1^T z_1 + z_1^T (f - \tilde{F}) - F$$

(26)

$$-z_1^T (G_d + d) + \text{tr} \left( \tilde{W}^T G^2 \hat{W} \right)$$

There exists optimal error between the estimation function $\tilde{F}$ and the unknown function $f$ in [10] such that

$$\|f - \tilde{F}\| \leq \epsilon_0$$

(27)

Then, using (24), (26), and Property 3 yields

$$\dot{V} \leq -\lambda_2 z_1^T z_1 - \lambda_2 z_1^T z_1 + z_1^T (f - \tilde{F}) - z_1^T (G_d + d) + \text{tr} \left( \tilde{W}^T G^2 \hat{W} \right)$$

(28)

Since Cauchy–Schwarz inequality

$$\text{tr} \left( \tilde{W}^T (W - \hat{W}) \right) = \|W - \hat{W}\|^2$$

The formula (27) can be expressed as

$$\dot{V} \leq -\lambda_2 z_1^T z_1 - z_1^T \left( \alpha_1 - G \right) + \epsilon_0 (G_d + d)$$

(29)

This is a negative as long as the term in braces positive, and completing the square in braces term yields

$$\lambda_2 z_1^T z_1 - z_1^T \left( \alpha_1 - G \right) + \epsilon_0 (G_d + d)$$

(30)

Or
\[ \|\dot{\hat{p}}\| > W_{max}/2 + \sqrt{W_{max}^2/4 + (G_0 + d_e)/k} \quad (31) \]

Owing to all parameters in above (30) and (31) such as \(k, \varepsilon_0, W_{max}, \lambda_2, G_0 \text{ and } d_e\) are all positive constants. Therefore, \(\|\dot{p}\|\) and \(\|\dot{\hat{p}}\|\) are demonstrated to be \(UUB\). As a result, the fact that error \(z_2\) is bounded, which guarantees \(z_1\) and \(\dot{z}_1\) bounded. With \(x_1\) and \(x_2\) bounded, which results in the desired trajectory \(y_d\) bounded. Moreover, \(\hat{W}\) and \(\hat{F}\) are also bounded because of \(\hat{F}\) bounded. Thus, \(\dot{V}\) is negative outside a compact set so that the closed-loop system is asymptotically stable.

**IV. SIMULATION RESULTS**

In order to verify the better effect of the proposed controller than the conventional PID controller, the simulation tests have been carried out on the 2-DOF robot manipulator. The parameters of the robot manipulator are chosen as: \(M_1=1.5\text{kg}, M_2=0.765\text{kg}, l_1=0.25\text{m}, r_1=r_2=0.15\text{m}\) and \(g=9.8\text{m/s}^2\). The values of external disturbances and the desired trajectories are set as \(d= [0.25\sin\pi t \quad 0.25\sin\pi t]^T, D= [\sin2.1\pi t \quad \sin2.1\pi t]^T\), respectively. The parameters of PID controller proportional, integral, differential are selected as \(k_p=2.5, k_i=0.52\) and \(k_d=0.03\), respectively. The parameters of the ACMACNNB controller are selected as below: \(\lambda_1=30, \lambda_2=50, k=1.5\) and \(G\) is a second-order unit positive matrix. The CAMCNN contains 3-nodes for each robot link to approximate unknown dynamics with centers of receptive-field function \(C_j\) evenly spaced \([-1, 1]\). The widths are all selected as \(b_j=1.5\). The NN weights are initialized as 0.15 in simulation test.

Simulation results are shown in Fig. 2-Fig.8 As you can see in Fig. 2-3, the actual trajectories are tracking the desired trajectories by PID. The responses of the ACMACNNB are performed in Fig. 4-5. The CMAC NN adaptive weights are depicted in Fig. 6-7 by using the adaptive law (24). To study the advantages of the proposed controller over the conventional PID controller, we compare the position tracking error of the two systems in the Fig. 8-9. The results show that the proposed controller can respond convergence rates faster and make smaller error than the PID controller with external disturbances.
V. CONCLUSION

To achieve stability for the robot manipulator with unknown external disturbances in the course of the complex environment work, an adaptive controller has been developed based on back-stepping control theory. The architecture of the proposed controller consists of a back-stepping control and a CMAC NN identification model which copes with the unknown parameters and external disturbances. The overall control system is very easy to implement because of no a priori parameters of the robot manipulator dynamics. Another advantage of this approach is the fact that it tracks well with the desired trajectories and the convergence rates can be improved even if the existence of unknown external disturbances. Moreover, the stability of the closed-loop system is guaranteed by Lyapunov stability theorems so that the system has strong robustness.
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