A New Regularized Orthogonal Local Fisher Discriminant Analysis for Image Feature Extraction
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Abstract — Local Fisher Discriminant Analysis (LFDA) is a feature extraction method which combines the ideas of Fisher discriminant analysis (FDA) and locality preserving projection (LPP). It works well for multimodal problems. But LFDA suffers from the under-sampled problem of the linear discriminant analysis (LDA). To deal with this problem, we propose a regularized orthogonal local Fisher discriminant analysis (ROLFDA) to improve the performance of LFDA. ROLFDA finds the optimal projection vectors in the range space of local mixture scatter matrix. The new local within-class scatter matrix is approximated by orthogonal projection by utilizing the trace ratio criterion. Experimental results on the Yale, ORL and CMU PIE face databases demonstrate that the ROLFDA is an effective algorithm.

Keywords - Information extraction and pattern analysis; Fisher discriminant analysis; image feature extraction, undersampled problem; face databases

I. INTRODUCTION

Principal component analysis (PCA) [1] and linear discriminant analysis (LDA) [2] are two famous dimensionality reduction algorithms and have been widely used in the areas of pattern recognition and computer vision. PCA aims to find a set of mutually orthogonal basis vectors by maximizing the variance of the projected data. Rather than PCA, LDA is a supervised technique. It is to find an optimal projection matrix by maximizing the ratio of the between-class scatter to the within-class scatter. PCA and LDA can only discover the global Euclidean structure of the data. They fail to find the nonlinear data structure.

Recent studies show that the face images may reside on a nonlinear sub-manifold [3]. Manifold-based learning algorithms have been proposed to discover the intrinsic low-dimensional structure. LPP [3] was proposed for face recognition straightly. It finds an embedding subspace that preserving local information and discovering the essential face manifold structure. For face recognition or classification, discriminant information is very important. LDA-based methods have been proposed to tackle the problem of tradition LDA, such as the undersampled problem. LPP also can be extended to supervised and discriminant models. Recently, Sugiyama proposed local fisher discriminant analysis (LFDA) [4], which combines the ideas of FDA and LPP. It reformulates LDA and utilizes the neighborhood information indirect to redefine the local between-class scatter matrix and the local within-class scatter matrix. Can work well when within-class multimodality or outliers exist.

LFDA also suffers from the undersampled problem as well as LDA. To overcome this drawback, we propose a regularized orthogonal local fisher discriminant analysis (ROLFDA) method to improve the performance of LFDA. We firstly find the projection matrix in the range space of local mixture scatter matrix. The newly local within-class scatter matrix can be approximated well by the regularization method in order to regulate the eigenvalues of the newly local within-class scatter matrix. The projection vectors are orthogonal by utilizing the trace ratio criterion. Experimental results on some face databases verify the effectiveness of the proposed algorithm.

The rest of this paper is organized as follows. In section 2, we review the idea of local fisher discriminant analysis (LFDA). In section 3, we propose a regularized orthogonal local fisher discriminant analysis (ROLFDA) in detail. In section 4, experiments with face images databases are implemented to demonstrate the effectiveness of ROLFDA algorithm. Conclusions are given in section 5.

II. OVERVIEW OF LFDA

LFDA is also a discriminant analysis method. Given N Samples \( X = \{x_1, x_2, \cdots, x_N\} \) in \( n \)-dimensional space. The class label of sample \( x_i \) is denoted as \( y_i = \{1, 2, \cdots, c\} \). \( N_c \) is the number of classes. We denote \( n_c \) as the number of the samples in the \( c \) th class.

LFDA redefines the between-class metric matrix \( S_b \) and the with-class metric matrix \( \overline{S_w} \) as follows:

\[ S_b = \sum_{i=1}^{c} n_i \overline{S_w} \]
Let $\mathbf{S}_b = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathbf{W}^{(b)}(x_i - x_j)(x_i - x_j)^T$.

(1)

Let $\mathbf{S}_w = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathbf{W}^{(w)}(x_i - x_j)(x_i - x_j)^T$.

(2)

$\mathbf{W}^{(b)}$ and $\mathbf{W}^{(w)}$ are the weight matrices:

$W_i^{(b)} = \begin{cases} A_i / (1/n - \frac{1}{n_i}) & \text{if } y_i = y_j \\ 1/n & \text{if } y_i \neq y_j \end{cases}$

(3)

$W_i^{(w)} = \begin{cases} A_i / n_i & \text{if } y_i = y_j \\ 0 & \text{if } y_i \neq y_j \end{cases}$

(4)

$A$ is the affinity matrix. $A_i$ reflects the relationship between $x_i$ and $x_j$. $A_i = exp(-\|x_i - x_j\| / \sigma_i \sigma_j)$. $\sigma_i = \|x_i - x_i^{(k)}\|$, $x_i^{(k)}$ is the $k$-th nearest neighbor of $x_i$. If the entire element of $A$ are one, the LFDA method can be transformed to standard LDA. The objection function of LFDA is:

$V_{opt} = \arg \max \frac{\mathbf{V}^T \mathbf{S}_f \mathbf{V}}{\mathbf{V}^T \mathbf{S}_w \mathbf{V}} = \arg \max \frac{\mathbf{tr}(\mathbf{V}^T \mathbf{S}_f \mathbf{V})}{\mathbf{tr}(\mathbf{V}^T \mathbf{S}_w \mathbf{V})}$

(5)

The above optimal problem is transformed to generalized eigenvalue problem as follows:

$\mathbf{S}_w \mathbf{V}_i = \lambda \mathbf{S}_f \mathbf{V}_i, i = 1, 2, \cdots, d$

(6)

$V = [v_1, \cdots, v_d]$ are the eigenvectors corresponding to the $d$ largest eigenvalues. Because of the choice of $A$, the LFDA can reveal some local information and overcome some drawbacks of tradition LDA.

Let $\mathbf{S}_f \subset \mathbf{S}_w + \mathbf{S}_b$ be the local mixture scatter matrix, then the optimal problem (5) is equivalent to:

$V_{opt} = \arg \max \frac{\mathbf{V}^T \mathbf{S}_f \mathbf{V}}{\mathbf{V}^T (\mathbf{S}_w + \mathbf{S}_b) \mathbf{V}} = \arg \max \frac{\mathbf{V}^T \mathbf{S}_f \mathbf{V}}{\mathbf{V}^T \mathbf{S}_b \mathbf{V}}$

(7)

III. REGULARIZED ORTHOGONAL LOCAL FISHER DISCRIMINANT ANALYSIS

A. Discriminant feature analysis

We decompose the whole space into the following four subspaces according to the eigenvalues of $\mathbf{S}_w$ and $\mathbf{S}_b$ [7].

Subspace 1: $\text{span}(\mathbf{S}_b) \cap \text{span}(\mathbf{S}_w)$. In this subspace, the eigenvalues of $\mathbf{S}_w$ and $\mathbf{S}_b$ are greater than zero. The discriminant information exists in this subspace.

Subspace 2: $\text{span}(\mathbf{S}_w) \cap \text{null}(\mathbf{S}_b)$. In this subspace, the eigenvalues of $\mathbf{S}_w$ are greater than zero, the eigenvalues of $\mathbf{S}_b$ are equal zero. The discriminant information exists in this subspace.

Subspace 3: $\text{null}(\mathbf{S}_w) \cap \text{span}(\mathbf{S}_b)$. In this subspace, the eigenvalues of $\mathbf{S}_w$ are equal zero, the eigenvalues of $\mathbf{S}_b$ are greater than zero. The discriminant information exists in this subspace.

Subspace 4: $\text{null}(\mathbf{S}_w) \cap \text{null}(\mathbf{S}_b)$. In this subspace, the eigenvalues of $\mathbf{S}_w$ and $\mathbf{S}_b$ are equal zero. The objection function (5) is meaningless. This subspace does not contain discriminant information.

Since the null space of the local mixture scatter matrix is the intersection of the null space of $\mathbf{S}_b$ and the null space of $\mathbf{S}_w$. We can remove the null space of $\mathbf{S}_w$ without discarding discriminant information. Suppose that the singular value decomposition (SVD) of $\mathbf{S}_w$ is

$\mathbf{S}_w = \mathbf{U} \mathbf{Q} \mathbf{U}^T$

(8)

Since the matrix $\mathbf{S}_w$ is symmetric and positive semidefinite, $\mathbf{U}=\mathbf{Q}$. If the rank of $\mathbf{S}_w$ is $r$, $\mathbf{U}_r$ is the matrix consisting of the first $r$ columns of matrix $\mathbf{U}$. So the cost function (5) is equivalent to the following objection function by $V = \mathbf{U}_r P$:

$P_{opt} = \arg \max \frac{\mathbf{P}^T \mathbf{S}_w \mathbf{P}}{\mathbf{P}^T \mathbf{S}_w \mathbf{P}} = \arg \max \frac{\mathbf{P}^T \mathbf{S}_w \mathbf{P}}{\mathbf{P}^T \mathbf{S}_w \mathbf{P}}$

(9)

where $\mathbf{S}_w = \mathbf{U}_r \mathbf{S}_w \mathbf{U}_r^T$, $\mathbf{S}_w = \mathbf{U}_r \mathbf{S}_w \mathbf{U}_r$. The orthogonal constraint is added to avoid the trivial solution. So the objection function (9) is changed to:

$P_{opt} = \arg \max \frac{\mathbf{P}^T \mathbf{S}_w \mathbf{P}}{\mathbf{P}^T \mathbf{S}_w \mathbf{P}}$

(10)

B. Regularized orthogonal local fisher discriminant analysis

In formula (10), $\mathbf{S}_w$ may be singular. For alleviating the impacts of small and zero eigenvalues, we utilized regularization techniques to regulate the eigenvalues of $\mathbf{S}_w$. $\mathbf{S}_w$ is symmetric and positive semidefinite, $\mathbf{S}_w$ is represented as follows:

$\mathbf{S}_w = \sum_{i=1}^{r} \sigma_i \mathbf{U}_i \mathbf{U}_i^T = \sum_{i=1}^{r} \sigma_i \mathbf{U}_i \mathbf{U}_i^T$

(11)

where $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r \geq \sigma_{r+1} = \cdots = \sigma_s = 0$. $t$ is the rank of matrix $\mathbf{S}_w$. As pointed in [5], the $\mathbf{S}_w$ also can be decomposed into three subspaces: the face subspace, noise subspace, null subspace. So the $\mathbf{S}_w$ can be expressed as follows:
In LPP, PCA was used for dimensionality reduction, keep 98% information and get the principal components. So the value of $k$ is calculated by the following rule:

$$\sum_{i=1}^{k} \sigma_i \approx 98\%$$

(13)

The function form $\frac{1}{f}$ [5] was used to model the spectrum of face space:

$$\overline{w}_w = \sum_{i=1}^{k} \sigma_i u_i \bar{u}_i + \sum_{i=k+1}^{m} \alpha \sigma_i \bar{u}_i + \sum_{i=k+1}^{m} \xi \bar{u}_i$$

(14)

$\xi$ is a constant, $\alpha, \beta$ are parameters and can be determined by letting $\sigma_i = \frac{\alpha}{1+\beta} \sigma_i = \frac{\alpha k}{\sigma_1}$. And get

$$\sigma_i = \frac{\alpha k}{\sigma_1} (k-1) = \frac{\alpha k}{\sigma_1} - \sigma_k$$

(15)

$\overline{w}_w$ is regarded as the approximation of $\overline{w}_w$. Let $\overline{w}_w = \overline{w}_w$, the optimal problem (10) can be changed into:

$$P_{opt} = \arg \max_{P} \frac{\overline{w}_w^T \overline{S}_P \overline{w}_w}{\sum_{i \neq j} \sigma_i} = \arg \max_{P} \frac{\overline{w}_w^T \overline{S}_P \overline{w}_w}{\sum_{i \neq j} \sigma_i}$$

(16)

C. Finding the optimal solution

The formula (16) is a trace ratio problem. The trace ratio problem does not have a closed-form solution. It is usually approximated by solving a ratio trace problem $\arg \max_{P} \frac{\overline{w}_w^T \overline{S}_P \overline{w}_w}{\sum_{i \neq j} \sigma_i}$. However, there exist different methods to solve the trace ratio problem. Wang et al proposed an iterative method called iterative trace ratio (ITR) to solve the trace ratio problem [8]. Yang et al proposed a more efficient algorithm called decomposed Newton’s method (DNM) to optimize the trace ratio problem [9]. In ITR algorithm, the projection matrix is initialized as an arbitrary column orthogonal matrix. DNM initializes the trace ratio value as zero, and the update rule is changed. Zhao et al gave the lower boundary of trace ratio value [10]. For problem (16), we can obtain that the lower boundary of trace ratio value is $\text{tr}(\overline{S}_u)/\text{tr}(\overline{w}_w)$. So we apply the DNM method to solve the trace ratio problem (16) with the fixed initialization of trace ratio value.

IV. EXPERIMENTS

To evaluate the proposed ROLFDA algorithm, we compared it with PCA, LDA, LPP, LFDA and eigenfeature regularization and extraction (ERE) on Yale, ORL and CMU PIE face databases. LDA, LPP and LFDA need PCA preprocessing to avoid the singularity problem and 98% energy was kept in PCA phase. The nearest neighborhood classifier with Euclidean distance metric was used in experiments.

A. Experiment on Yale face database

The Yale face database [11] contains 165 grayscale images of 15 individuals. Each individual has 11 images. These images were captured under various lighting condition (center-light, left-light, right-light), facial expressions (normal, happy, sad, surprise and wink) and facial details (with glasses or without). The original size of the images in this database is 243×320 pixels. In our experiments, all images were cropped into 32×32 by fixing the location of the two eyes.

We randomly selected $l=3,4,5,6$ images from each individual for training, while the rest images were used for testing. For each given $l$, we repeated experiments over 50 random splits and the average recognition rates were obtained. For LDA and ERE, the dimensionalities of feature space are at most 14. For LFDA and ROLFDA, the parameters are set to $l-1$. The parameter $\xi$ in formula (14) is chosen as one. The best performances of different methods with corresponding dimensionality were presented in Table 1. From Table 1, ROLFDA achieves higher accuracy than the other methods. Next, we experimented with different dimensionalities of feature space. A random subset with 5 images per individual was used for training, and the remaining images were used for testing. The average recognition rates over 50 independent runs are shown in Fig. 1.
B. Experiment on ORL face database

The ORL database [12] contains 400 facial images of 40 individuals. Each individual has 10 different images. All the images were taken against a dark homogeneous background with the subjects in an upright, front position (with tolerance in formula (14). Fig.(2). shows the different $\xi$ with corresponding recognition rate.

We randomly selected $l(=3,4,5,6)$ images from each individual for training, while the rest images were used for testing. For each given $l$, 20 independent runs were performed and the average recognition rates were obtained. The best performances of different methods with corresponding dimensionality were presented in Table 2. From Table 2, ROLFDA is best. Next, we aim to search for optimal $\xi$ in formula (14). Fig.(2). shows the different $\xi$ with corresponding recognition rate.

C. Experiment on CMU PIE face database

The CMU PIE face database [13] contains 68 people with 41368 face images. The face images were captured under varying pose illumination and expression. We selected a subset (C29) which contains 1632 images of 68 individuals (each people has 24 images). The images were manually cropped and resized $32 \times 32$ pixels.

We randomly selected $l(=4,8,12,16)$ images from each individual for training, while the rest images were used for testing. For each given $l$, 20 independent runs were performed and the average recognition rates were obtained. The best performances of different methods with corresponding dimensionality were presented in Table 3. From Table 3, ROLFDA outperforms other methods.

V. CONCLUSION

In this paper, we presented a regularized orthogonal local Fisher discriminant analysis (ROLFDA) for dimensionality reduction and feature extraction. ROLFDA finds the optimal solution in the range space of local mixture scatter matrix. The newly local within-class scatter matrix is approximated by regularization method in order to alleviate the unreliable impacts of small and zero eigenvalues which caused by noise and limited training samples. The trace ratio criterion is applied to obtain orthogonal projection vectors. Experimental results on Yale, ORL and CMU PIE face databases show the effectiveness of the proposed ROLFDA algorithm.
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