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Abstract — In this paper multi granulation rough sets is extended to variable precision to develop a model for multi-granulation variable precision rough sets. We define a lower approximation of the model and address the significance of granularity as heuristic information. We extend the ideas and design a granular space reduction algorithm of multi-granulation variable precision rough sets. Finally, an example is given to show the effectiveness of the model and the approach.

Keywords - multi-granulation; variable precision; rough sets; granular space reduction

I. INTRODUCTION

Multi-granulation rough sets is a multi-view data analysis method developed in recent years. This method is proposed in [1-3] and used to overcome the drawbacks of Pawlak’s rough sets model [4]. Because multi-granulation rough sets analyses problem in terms of multiple granular spaces, it can obtain an more reasonable and satisfactory solution. Then, multi-granulation rough sets has been concerned by a great many scholars. Reference [5] prolongates it to multi-granulation dominance relation rough sets. In [6], it is extended to multi-granulation fuzzy relation rough sets. Reference [7] puts forward multi-granulation neighborhood system rough sets. In [8], multi-granulation decision-theoretic rough sets is presented. The applications of multi-granulation rough sets are studied in [9-10]. All these researches promote the development of multi-granulation rough sets.

At present, multi-granulation rough sets has developed two models: optimistic multi-granulation rough sets and pessimistic multi-granulation rough sets. By analyzing these two models, we can reach the following conclusions. First, lower approximation of optimistic multi-granulation rough sets only requires that there is a granularity which makes knowledge granule contained in the category. Obviously, this kind of decision making seems to be too loose. Second, lower approximation of pessimistic multi-granulation rough sets requires that all the granularities make knowledge granule contained in the category. However, this kind of decision making may be too strict.

To solve those of problems, the concept of variable precision [11] is introduced on the basis of multi-granulation rough sets in this paper. Variable precision rough sets model proposed by Ziarko W is a generalization of Pawlak’s rough sets theory. By using parameter $\beta$($0 \leq \beta < 0.5$), it allows error classification probability to a certain degree, thus relaxes the strict requirements for the approximate border of Pawlak’s rough sets model. Based on the above research, in this paper, multi-granulation variable precision rough sets model is presented, whose lower approximation requires that a certain number of granularity make the majority of objects in knowledge granule contained in the category. This model on one hand, reflects that the number of granular spaces that satisfy the requirements is moderate, and on the other, considers that knowledge granule can be partly contained in the category. Ambiguity degree of these two aspects both can be characterized by several parameters in order to achieve the optimal decision. The properties of the model are studied and the relationship among different rough sets models is discussed.

Meanwhile, how to make granular space reduction is a particular problem in research of multi-granulation rough sets. Granular space reduction means selecting a non-redundant granular space subset without affecting decision making. Because lower approximation of multi-granulation rough sets gradually decreases along with the increase of the number of granular spaces, existing attributes reduction algorithms are not applicable to granular space reduction. To overcome this problem, we propose a granular space reduction method which is suitable for multi-granulation variable precision rough sets. First, the concept of distribution reduction is introduced [12]. Then, the measurement of the significance of granularity is given. Based on this, a granular space reduction algorithm for multi-granulation variable precision rough sets is put forward. At last the algorithm is analyzed and illuminated by an example.

II. PRELIMINARIES

In this section, we review some basic concepts in rough set [1-4], [11] to be used in this paper.

Definition 1. An information system is defined as $S=(U,A,V,f)$, where $U$ is the set of objects; $A$ is the set of attributes; $V=\bigcup_{a=\emptyset}^{A} V_a$, where $V_a$ is the set of values of attribute $a$; $f:U\times A \rightarrow V$ is an information function, which determines values of attribute of every object $u$, namely, $f(u,a)\in V_a$ for every $u \in U$ and $a \in A$.

If set of attributes can be divided into condition attributes $C$ and decision attributes $D$, namely, $C \cap D = \emptyset$, $C \cap D = \emptyset$, the information system is called decision system or decision table, where $D$ has only one attribute commonly.

Definition 2. In information system $S$, for every attribute subset $P \subseteq A$, an indiscernibility relation $IND(P)$ is defined as $IND(P)=\{(x,y) \in U\times U: \forall a \in P, f(x,a)=f(y,a)\}$. DOI 10.5013/IJSSST.a.17.49.10 10.1 ISSN: 1473-804x online, 1473-8031 print
Definition 3. \( \text{IND}(P) \) corresponds to a granularity. \( U/\text{IND}(P) \) corresponds to a granular space and it can be denoted by \( U/P \). Equivalence class \([u]_P\) is called knowledge granule.

Definition 4. In information system \( S \), for \( \forall R \subseteq A, \forall X \subseteq U \), lower approximation is defined as \( \overline{X} = \{u \in U | [u]_R \cap X \neq \emptyset \} \). Pessimistic multi-granulation rough sets upper approximation is defined as \( \overline{X} = \{u \in U | [u]_R \cap X \neq \emptyset \} \).

Definition 5. In information system \( S \), \( R = \{a_1, a_2, \ldots, a_k\} \) is the set of \( k \) attribute subsets of \( A \). For \( \forall X \subseteq U \), pessimistic multi-granulation rough sets lower approximation of \( X \) with respect to \( R \) is defined as

\[ \overline{X} = \{x \in U | [x]_{a_1} \supseteq X \cap [x]_{a_2} \supseteq X \cap \ldots \cap [x]_{a_m} \supseteq X \} \quad (1) \]

optimistic multi-granulation rough sets upper approximation of \( X \) with respect to \( R \) is defined as

\[ \overline{X} = \sum_{i=1}^{m} a_i(X) \quad (2) \]

where \( \sim X \) is the complement of \( X \). Ordered pair \( \overline{X} \) is called optimistic multi-granulation rough sets of \( X \) with respect to \( R \).

Definition 6. In information system \( S \), \( R = \{a_1, a_2, \ldots, a_k\} \) is the set of \( k \) attribute subsets of \( A \). For \( \forall X \subseteq U \), pessimistic multi-granulation rough sets lower approximation of \( X \) with respect to \( R \) is defined as

\[ \overline{X} = \{x \in U | [x]_{a_1} \supseteq X \cap [x]_{a_2} \supseteq X \cap \ldots \cap [x]_{a_m} \supseteq X \} \quad (3) \]

pessimistic multi-granulation rough sets upper approximation of \( X \) with respect to \( R \) is defined as

\[ \overline{X} = \sum_{i=1}^{m} a_i(X) \quad (4) \]

where \( \sim X \) is the complement of \( X \). Ordered pair \( \overline{X} \) is called pessimistic multi-granulation rough sets of \( X \) with respect to \( R \).

Definition 7. Let \( (U, R) \) be an approximation space, where universe \( U \) is a nonempty finite set and \( R \) is an equivalent relationship on \( U \). Let \( U/R \) be \( \{E_1, E_2, \ldots, E_n\} \). For \( \forall X \subseteq U \), \( \beta \) lower approximation of \( X \) is defined as

\[ \overline{X} = \{E \in U/R | X \supseteq \beta \} \quad (5) \]

III. MULTI-GRAINULATION VARIABLE PRECISION ROUGH SETS

This paper analyzes and compares the decision making process of optimistic multi-granulation rough sets and pessimistic multi-granulation rough sets. After that, it put forward a multi-granulation variable precision rough sets which unifies the above two models.

In multi-granulation rough sets decision theory, optimistic multi-granulation rough sets holds that if there is a granularity which makes knowledge granule \( [x]_{a_i} \) contained in the category \( X \), \( x \) belongs to lower approximation of \( X \). Pessimistic multi-granulation rough sets holds that if all the granularities make knowledge granule \( [x]_{a_i} \) contained in the category \( X \), \( x \) belongs to lower approximation of \( X \). But multi-granulation variable precision rough sets holds that if a certain number of granularities make knowledge granule \( [x]_{a_i} \) contained in the category \( X \), \( x \) belongs to lower approximation of \( X \).

In addition, an obvious limitation of Pawlak’s rough sets is that its classification is accurate, namely, inclusion or exclusion, not some degree of inclusion or exclusion. The multi-granulation variable precision rough sets we propose is the expansion of multi-granulation rough sets. It introduces a parameter \( \beta (0 \leq \beta < 0.5) \), namely, the error rate of classification. On the one hand, it develops the concept of approximate space; on the other hand it is also beneficial for finding relevant data from the data which we considered irrelevant using rough sets theory.

Definition 8. In information system \( S \), \( R = \{a_1, a_2, \ldots, a_k\} \) is the set of \( k \) attribute subsets of \( A \). For \( \forall X \subseteq U \), multi-granulation variable precision rough sets lower approximation of \( X \) with respect to \( R \) is defined as

\[ \overline{X} = \{u \in U | \frac{|W| / |K| \geq \lambda} {\forall a_i \in W,} \quad (6) \]

multi-granulation variable precision rough sets upper approximation of \( X \) with respect to \( R \) is defined as

\[ \overline{X} = \sim \overline{X} \quad (7) \]

where \( \sim X \) is the complement of \( X \). Ordered pair \( \overline{X} \) is called multi-granulation variable precision rough sets of \( X \) with respect to \( R \). The boundary region , the positive region and the negative region of \( X \) are respectively defined as

\[ \beta \text{-boundary region} (X) = \overline{X} - \overline{X} \quad (8) \]

\[ \beta \text{-positive region} (X) = \overline{X} \quad (9) \]

\[ \beta \text{-negative region} (X) = \overline{X} \quad (10) \]

Theorem 1. In information system \( S \), \( R = \{a_1, a_2, \ldots, a_k\} \) is the set of \( k \) attribute subsets of \( A \). For \( \forall X \subseteq U \), multi-granulation variable precision rough sets has the following relationships with optimistic multi-granulation rough sets and pessimistic multi-granulation rough sets.
\[
\begin{align*}
R^0\tilde{X}_m & = \sum_{i=1}^{m} a_i(X) \quad (11) \\
\overline{R}_0\tilde{X}_m & = \sum_{i=1}^{m} a_i(X) \quad (12) \\
\underline{R}_0\tilde{X}_m & = \sum_{i=1}^{m} a_i(X) \quad (13) \\
\overline{R}_0\tilde{X}_m & = \sum_{i=1}^{m} a_i(X) \quad (14)
\end{align*}
\]

**Proof.** According to definition of Definition 5, Definition 6 and Definition 8, Theorem 1 holds clearly.

Theorem 1 indicates that multi-granulation variable precision rough sets degenerates to optimistic multi-granulation rough sets if \(\lambda=1\) and \(\beta=0\); multi-granulation variable precision rough sets degenerates to pessimistic multi-granulation rough sets if \(\lambda=1\) and \(\beta=0\). It follows from this that multi-granulation variable precision rough sets is a generalization of multi-granulation rough sets and multi-granulation rough sets is a special case of multi-granulation variable precision rough sets.

**Theorem 2.** In information system \(S=(U,C, \overline{D},V,f)\), \(R=\{a_1, a_2, \ldots, a_k\}\) is the set of \(k\) attribute subsets of \(A\). For \(\beta=0\), \(0<\lambda \leq 1\), multi-granulation variable precision rough sets has the following properties.

\[
\sum_{i=1}^{m} a_i(X) \subseteq R^0\tilde{X}_m \subseteq \sum_{i=1}^{m} a_i(X) \quad (15)
\]

\[
\sum_{i=1}^{m} a_i(X) \subseteq \overline{R}_0\tilde{X}_m \subseteq \sum_{i=1}^{m} a_i(X) \quad (16)
\]

**Proof.** According to definition of Definition 5, Definition 6 and Definition 8, Theorem 2 holds clearly.

Theorem 2 shows that lower approximation of multi-granulation variable precision rough sets is between pessimistic multi-granulation rough sets and optimistic multi-granulation rough sets; upper approximation of multi-granulation variable precision rough sets is between multi-granulation rough sets and pessimistic multi-granulation rough sets.

### IV. A GRANULAR SPACE REDUCTION APPROACH TO MULTI-GRANULATION VARIABLE PRECISION ROUGH SETS

For decision making in multi-granulation rough sets, some granular spaces are of small significance. If they are removed, the decision making will not be affected. So, the problem of selecting granular spaces has arisen, namely, selecting a granular spaces set without affecting decision making. The set of selected granular spaces is called a granular space reduction.

In this paper, we introduce the concept of distribution reduction and give the definition of granular space reduction of multi-granulation variable precision rough sets.

**Definition 9.** In information system \(S=(U,C, \overline{D},V,f)\), Let \(U/D\) be \(\{Y_1, Y_2, \ldots, Y_j\}\). For \(R \subseteq C\), \(0<\lambda \leq 1\), \(0<\beta<0.5\), lower approximation of multi-granulation variable precision rough sets is defined as

\[
\mu(R,D,\lambda,\beta)=\{R^0\tilde{Y}_1, R^0\tilde{Y}_2, \ldots, R^0\tilde{Y}_j\} \quad (17)
\]

In multi-granulation space, computations for lower approximation is a basic operation of granular space reduction introduced then. So, how to compute lower approximation efficiently is the key to increasing the efficiency of its relevant algorithm. Next, algorithm for computing \(\mu(R,D,\lambda,\beta)\) using granular spaces is given.

**Algorithm 1:** Algorithm for computing \(\mu(R,D,\lambda,\beta)\)

**Input:** \(S=(U,C, \overline{D},V,f)\), \(R=\{a_1, a_2, \ldots, a_k\}\) is the set of \(k\) attribute subsets of \(C\). \(U/D=\{Y_1, Y_2, \ldots, Y_j\}\). \(0<\lambda \leq 1\), \(0<\beta<0.5\).

**Output:** \(\mu(R,D,\lambda,\beta)\)

\[
\text{for}(i=1; i<k; i++)
\]
\[
\{\text{Compute } U/a_i=\{E_1, E_2, \ldots, E_w\};
\]
\[
\{\text{if } (\exists E_p \subseteq Y_q)
\]
\[
\text{Delete all objects in } E_p \text{ from } U/D;
\]
\[
\mu(R,D,\lambda,\beta)=U/D;
\]
\[
\text{return } \mu(R,D,\lambda,\beta).
\]

Algorithm 1 spends most of its time dividing equivalence classes. In the worst case, time complexity for computing \(|R|\) partitions is \(O(|R||U|^2)=O(|C||U|^2)\). Thus, time complexity of Algorithm 1 is \(O(|C||U|^2)\).

Based on the definition 9, Definition 10 is given below.

**Definition 10.** In information system \(S=(U,C, \overline{D},V,f)\), Let \(U/D\) be \(\{Y_1, Y_2, \ldots, Y_j\}\). For \(R \subseteq C\), \(0<\lambda \leq 1\), \(0<\beta<0.5\), if \(\mu(R,D,\lambda,\beta)=\mu(C,D,\lambda,\beta)\) and \(\mu(R',D,\lambda,\beta)=\mu(C,D,\lambda,\beta)\) for any \(R' \subseteq C\), \(R\) is called a granular space reduction of \(C\).

Definition 10 requires that the redundant granular spaces should be removed without decreasing distinguishing ability of information system. This is in line with the definition in Pawlak’s rough sets on principle.

For decision making in multi-granulation variable precision rough sets, we needed to discover which granular spaces are important and which granular spaces are redundant. So, definition of significance of granularity is given below.

**Definition 11.** In information system \(S=(U,C, \overline{D},V,f)\), for \(0<\lambda \leq 1\), \(0<\beta<0.5\), \(R \subseteq C\), significance of \(A \subseteq C-R\) with respect to \(D\) is defined as

\[
\sigma(A,R,D,\lambda,\beta)=|\mu(R,D,\lambda,\beta)|-|\mu(R \cup A,D,\lambda,\beta)| \quad (18)
\]

From the above definition, we can known that \(\sigma(A,R,D,\lambda,\beta) \geq 0\). Granularity \(A\) is not important with respect to \(D\) if and only if \(\sigma(A,R,D,\lambda,\beta)=0\). When the value of \(\sigma(A,R,D,\lambda,\beta)\) is bigger, granularity \(A\) is more important for \(D\) under given conditions. In this paper, \(\sigma(A,R,D,\lambda,\beta)\)
is used as the heuristic information for computing granular space reduction to reduce the search space.

So, granular space reduction algorithm of multi-granulation variable precision rough sets uses \( \sigma(A, R, D, \lambda, \beta) \) as a measure of granularity significance. Each time the granularity judged to be the most important in the present situation is added to granular space reduction until lower approximation of reduction and lower approximation of the set of original attributes are identical. The obtained reduction is the granular space reduction of multi-granulation variable precision rough sets.

Then on the basis of above analysis, we design a granular space reduction algorithm of multi-granulation variable precision rough sets.

**Algorithm 2:** Granular space reduction algorithm of multi-granulation variable precision rough sets

**Input:** \( S=(U, C \cup D,V,f) \), \( R=\emptyset \), \( C-R=\{a_1, a_2, \ldots, a_k\} \), \( 0<\lambda \leq 1 \), \( 0 \leq \beta < 0.5 \)

**Output:** a granular space reduction of \( S \)

Compute \( \mu(R, D, \lambda, \beta) \) and \( \sigma(C, D, \lambda, \beta) \);

while \( |\mu(R, D, \lambda, \beta)| > |\mu(C, D, \lambda, \beta)| \)

\{for \( i=1; i \leq |C-R| \); \}

Choose \( a_i \) which has the maximum \( \sigma(a_i, R, D, \lambda, \beta) \), if there are several such \( a_i \), pick one at random;

\( R=R \cup \{a_i\} \); Recalculate \( \mu(R, D, \lambda, \beta) \);\}

Return \( R \).

In Algorithm 2, time complexity of step 1 is \( O(|C|U|^2) \). Cycle number of step 2 is \( |C-R| \) at most. So, time complexity of step 2 is \( O(|C|U|^2) \). Therefore, time complexity of Algorithm 2 is \( O(|C|U|^2) \).

V. EXAMPLE

In this paragraph, we illustrate the notions introduced previously with a simple example. Table 1 lists a decision table, where \( C=\{a_1, a_2, a_3, a_4, a_5\} \), \( D=\{d\} \) and \( U/D=\{Y_1, Y_2\}=\{\{u_1, u_2, u_3, u_4\}, \{u_5, u_6, u_7, u_8\}\} \). Each attribute corresponds to a granular space.

| \( U \) | \( a_1 \) | \( a_2 \) | \( a_3 \) | \( a_4 \) | \( a_5 \) | \( d \) |
|---|---|---|---|---|---|
| \( u_1 \) | 0 | 1 | 0 | 0 | 2 | 1 |
| \( u_2 \) | 1 | 1 | 2 | 1 | 2 | 1 |
| \( u_3 \) | 3 | 3 | 2 | 4 | 3 | 1 |
| \( u_4 \) | 4 | 0 | 2 | 4 | 3 | 0 |
| \( u_5 \) | 3 | 4 | 3 | 4 | 4 | 0 |
| \( u_6 \) | 4 | 0 | 1 | 0 | 0 | 1 |

The granular space reduction of Table 1 is computed by algorithm 2. When the parameters take different values, reduction results can be seen from Table 2.

The following results indicate that the granular space reduction algorithm of multi-granulation variable precision rough sets model can give reduction results under different parameter conditions. In practical application, users can flexibly choose the appropriate granular spaces and classification error in accordance with the need of different problem so as to get a better solution.

**TABLE II. REDUCTION RESULTS**

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( \beta )</th>
<th>( \mu(C, D, \lambda, D) )</th>
<th>( \mu(R, D, \lambda, \beta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>{{u_1}, {u_5, u_6, u_7}}</td>
<td>{{a_2, a_3, a_5}}</td>
</tr>
<tr>
<td>1</td>
<td>1/3</td>
<td>{{u_1, u_5, u_6}}</td>
<td>{{a_2, a_5}}</td>
</tr>
<tr>
<td>4/5</td>
<td>0</td>
<td>{{u_1, u_5, u_6, u_7}, {u_4, u_6, u_8}}</td>
<td>{{a_2, a_5}, {a_2, a_6}}</td>
</tr>
<tr>
<td>4/5</td>
<td>1/3</td>
<td>{{u_4, u_5, u_6, u_8}, {u_1, u_6, u_7}}</td>
<td>{{a_2, a_5, a_6}}</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

Applying the rough set model to knowledge acquiring and decision support system is one of the hot issues in research on rough sets theory and its application. Multi-granulation rough sets is improved and a multi-granulation variable precision rough sets model is constructing in this paper. We have enriched and further developed the rough sets theory and the improved method can be applied to practical problems, such as multi-domains experts decision analysis. The future work will focus on improving the calculation efficiency.
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