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Abstract - We propose an automated recognition method using entropy and correlation characteristics to recognize single and 
combined Power Quality Disturbances (PQD). We determine the linear and non-linear dependencies among power quality 
disturbance signals to extract the most relevant features and information. Since the provision of a perfect knowledge about 
different PQD signals is required for recognition, we try to extract the perfect and near perfect features for every disturbance. We 
then: i) evaluate the joint occurrence probabilities and propose a new method of ‘joint mutual information maximization’, ii) 
evaluate the cross-correlation properties and propose a second stage feature selection method. Multi-class Support Vector Machine 
algorithm is formulated for classification. Extensive simulations are carried out by incorporating different PQD signals like Sag, 
Swell, Flicker, Transient, etc. to check the performance of the proposed method. The performance is evaluated through a 
performance metrics for Accuracy, Detection rate and False Alarm Rate under different environments. The results show that the 
proposed method can effectively recognize single and combined PQ disturbances. 
 
Keywords - PQD signals, Mutual Information, Cross-Correlation, Support Vector Machine, Accuracy 
 
  

I. INTRODUCTION 
 

In the recent years, the Power Quality (PQ) issues have 
gained a lot of research interest due to an increased demand 
of microprocessor and/or power electronics based non-linear 
controlled loads. Due to the power quality problems, these 
devices may also malfunction and deviates from the regular 
behavior [1].  Further, the electricity is an essential resource 
and also a commercial product that is evaluated not only by 
its reliability and also by its quality. A low quality power 
causes too much damage for sensitive electronic equipment 
like household devices and it also have a severe effect in the 
smart grids, high speed trains and new energy outlets etc. 
Hence in order to find the power quality disturbances, it is 
very important to analyze and recognize these PQ 
disturbances.  

PQ disturbances cover a wide frequency range with 
significant variations in the magnitude and can be non-
stationary or stationary signals. Based on the occurrence of 
disturbances, initially they are two types; one is single 
disturbances and second is mixed or combined disturbances. 
Voltage sag, voltage swell, voltage interruption, transient 
impulse, oscillation transients, harmonics and flicker are 
some examples for single PQ disturbances. The mixed 
disturbances are said to be occurred if more than one PQ 
disturbances are occurred at a time. Voltage sag with 
harmonics and voltage swell with harmonics are the two 
best examples for mixed type disturbances. Actually, the PQ 
disturbances are often mixed disturbances, which are 
occurred in the combined from different disturbances, and 
the various components, and these disturbances are more 

complex. In addition, the interaction between different 
single disturbances may cause the aliasing and even failure 
characteristics, and will result in the wrong analysis 
effecting on the recognition accuracy. Hence there is a 
necessity to design an efficient PQD detection framework 
which improves the recognition accuracy resulting to a 
perfect decision to accomplish a correct remedy in the 
power systems and power related appliances [2], [3].  

Based on the methodology accomplished for PQD 
detection, the overall architecture is formulated into two 
phases, preprocessing and classification. In the 
preprocessing phase, the required features are extracted 
from the PQD signals and in the classification phase, the 
extracted features are compared with a pre-evaluated feature 
set and finally classified into one of the PQD class. Though 
there has been a vast research carried out over PQD 
detection, most of the approaches not focused on the 
features significance in the classification phase which results 
in the extra complexity and processing time. Furthermore, 
the recent approaches didn’t consider the dependency 
between the features of different classes.   

Focusing towards the extraction of relevant features by 
eliminating the unwanted redundant features from PQD 
signals, this paper proposes two new feature selection 
methods based on the entropy and cross-correlation 
properties. Considering the Mutual Information between the 
PQD signals, the effect of one signal occurrence over the 
other signal can be analyzed and by including this process 
for feature extraction makes the detection system robust to 
various power related applications. Further the set of 
features are processed through support vector machine 
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algorithm for classification purpose. Experimental 
Simulations are carried out over different PQD signals under 
two different cases, namely normal and noisy, to prove the 
performance enrichment.  

Rest of the paper is organized as follows: Section II 
describes the literature survey details. The details of power 
quality disturbances and their control parameters are 
illustrated in section III. The details or proposed feature 
selection and detection mechanism is illustrated in section 
IV. Experimental evaluation is described in section V and 
finally the conclusions and future scope are described in 
section VI. 
 

II. LITERATURE SURVEY 
 

Detection of Power quality disturbances is so important 
and to do so, different authors focused on the detection of 
different PQDs. Some of the approaches focused only on the 
feature extraction techniques and they didn’t given much 
importance for the classifier. On the other hand, some 
approaches focused only on the classifier and didn’t 
consider the features importance. Based on these strategies, 
the overall literature survey is classified into two classes, 
feature extraction approaches and classification approaches. 
A brief outline about these two classes is illustrated in the 
following subsections. 

 
A. Feature Extraction Approaches  
 
Under this class of approaches, the feature extraction is 

done in the spatial domain and in transform domain. In the 
spatial domain, the characteristics of PQD signals are 
evaluated with respect to the time whereas in the transform 
domain, the characteristics are extracted with respect the 
frequency.  

The S-Transform (ST) is unique in that it provides 
frequency-dependent resolution while maintaining a direct 
relationship with the Fourier spectrum. The features 
obtained from ST are distinct, understandable, and immune 
to noise. Taking advantage of STs, Zhao et.al.,[4] proposed 
a new method of detecting and classifying power-quality 
disturbances. Totally, through this method eight types of 
single power disturbance and two types of complex power 
disturbance are recognized. However, the computational 
complexity of ST is observed to be high and also less 
efficiency in the time-frequency traversal. To overcome 
these two issues, a modified version of ST, named as 
Modified incomplete S-transform (MIST) is developed by 
Li et.al.,[5]. Wavelet transform is a multi-scale time-
frequency transform with multi-resolution analysis, which is 
widely used to analyze PQ disturbance signals [6].Based on 
these advantages of wavelet transform, a new approach was 
developed by Saurabh Kamble [7], to detect, localize, and 
investigate the feasibility of classifying various types of 
PQDs. Voltage sag, swell, transient and harmonics are the 
main PQ problems mainly focused in [7]. The approach is 

based on wavelet transform analysis, particularly the 
discrete wavelet transform (DWT). The key idea is to 
decompose a given disturbance signal using DWT which 
represent a smoothed version and a detailed version of the 
original signal. These decomposed signals are used to 
extract features using many mathematical operations like 
peak, variance, mean deviation and skewness. 

Further combining the advantages of both the ST and 
DWT, some more approaches are developed [8-
11].Compared with traditional wavelets; the wavelet packet 
has better properties. In addition, wavelet packet transform 
can yield more frequency sub-bands. However, due to the 
complexity of combined PQ disturbance signals, the actual 
research shows that there are problems with feature 
extraction, such as energy leakage and aliasing between 
adjacent scales with the application of various methods 
based on wavelet transform. Furthermore, the multiwavelet 
is another form of wavelet which has better properties than 
traditional wavelets. Multiwavelet packet transformation has 
more high-frequency information. In [12], multiwavelet 
packet entropy based feature selection is developed to 
extract the required set of features from transmission lines. 
Multiwavelet packet energy entropy, time entropy, Shannon 
singular entropy, and Tsallis singular entropy are defined as 
the feature extraction methods of transmission line fault 
signals. In [14, 15], due to the advantages of Tsallis singular 
entropy, some more extension are developed namely, Tsallis 
wavelet time entropy (TWTE), Tsallis wavelet energy 
entropy(TWEE), wavelet packet Tsallis singular entropy 
(WPTSE) and Tsallis wavelet singular entropy (TWSE).The 
application of these entropies has gained an increased 
efficiency in the analysis of PQ disturbances through 
wavelet transform. Further so many approaches are 
discovered by analyzing the transformed characteristic of 
PQD signals to detect them various applications. However, 
the accomplishment of transformation over the PQD signals 
builds an extra complexity.  

On the other hand, the spatial domain approaches were 
also gained a lot of research interest in the PQD analysis. 
Considering the linear and non-linear dependencies between 
the PQD signals, a Mutual information based feature 
selection (MIFS) [16, 18] approach is proposed by Moravej 
et.al., [17]. In [17], to get optimal features for the classifier 
two stage of features election has been used. In first MIFS 
and in the second stage correlation feature selection (CFS) 
techniques are used for feature extraction from signals to 
build distinguished patterns for classifiers. MIFS can reduce 
the dimensionality of inputs, speed up the training of the 
network and get better performance and with CFS can get 
optimal features.  Based on single channel independent 
component analysis (SCICA), a new method was developed 
in [19] for single and multiple power quality disturbance 
classification. This method decouples the power system 
signal into its independent components, which are classified 
by specialized classifiers. The classifier outputs are 
combined by using a logic that gives the final classification 
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[20]. Five classes of single disturbances and twelve of 
multiple disturbances are considered.  

 
B. Classification Approaches 
 
Design of an optimal classifier is also an important in the 

detection of PQD signals in power systems. A classifier 
needs to be designed in such a way that it should be robust 
in the PQD detection for different power related 
applications. Furthermore the complexity is also needs to be 
considered in the classifier design.  Having the reduced 
computational complexity, the classifier can achieve 
effective results even in the case of larger volume datasets 
and different unknown signals.  According to the earlier 
studies Support Vector machine has proved as an efficient 
classifier which achieves increased detection accuracy in the 
PQD detection.  

A neural-network based dual methodology was proposed 
byValtierraet.al., [21] to detect and classify single and 
combined PQDs. In this dual methodology, the first one is 
an adaptive linear network which estimates the inter-
harmonics and harmonics that allows the computation of 
total harmonic distortion index (HDI) and the root-mean 
square (RMS) voltage. These indices help in the detection of 
swells, sags, outages, inter-harmonics and harmonics. On 
the other hand, a Feed-Forward Neural Network (FFNN) 
[29] accomplished for pattern recognition helps in the 
detection of spikes, flicker, notching and oscillatory 
transients.  

Further to improve the PQ disturbances classification, 
the SVM is combined with decision tree and a new method 
is developed by Ray et.al., [22]. Several features are 
extracted through the hyperbolic ST, and only a set of 
optimal features are extracted through the Genetic 
Algorithm (GA). Considering different application scenario, 
this method is simulated through modified Nordic-32 bus 
system Photovoltaic systems and wind energy systems.  
Sparse Signal Decomposition (SSD) based a new PQ 
disturbances detection and classification method was 
developed by Manikandan et.al., [23] on over-complete 
hybrid dictionary (OHD) matrix. Initially, the PQ signal is 
decomposed through SSD with an OHD matrix containing 
sinusoidal and elementary waveforms. Through the SSD 
decomposition with OHD, the impulsive and oscillatory 
features waveform distortions such as notching and 
harmonics are adequately obtained in the resultant detail 
signal. The remaining features in the approximation signals 
includes the fundamentals of dc-offset, swells, sags, flicker, 
and interruptions. After obtaining the required features, they 
are classified through the hierarchical decision tree 
algorithm into single and multiple PQ disturbances.  

Incorporating two transforms, Hyperbolic ST and DWT, 
an integrated feature selection approach is proposed by 
Hajian, M and Foroud A [24]. Moreover, a new efficient 
feature selection mechanism, namely Orthogonal Forward 
Selection (OFS) by incorporating Gram Schmidt and 
forward selection is applied to attain the best subset of 
features. Different classifiers are accomplished to determine 
the best classifier. In this automatic approach, the variable 
parameters of different classifiers are optimized through the 
most popular meta-heuristic algorithm, Particle Swarm 
Optimization (PSO).Combining the ensemble empirical 
mode decomposition (EEMD) and multi-label learning, a 
new method was developed by Zhigang et.al., [25] for the 
classification of power quality complex disturbances. 
EEMD [26] is adopted to extract the features of complex 
disturbances, which is more suitable to the non-stationary 
signal processing. Rank wavelet support vector machine 
(rank-WSVM) [27, 28] is proposed to apply in the 
classification of complex disturbances. A new method for 
the classification of PQ disturbances was proposed by Subra 
De and Sudipta [30] through the cross-correlation 
combining with Fuzzy logic. Due to the accomplishment of 
fuzzy logic, the computational complexity of this method is 
observed to be less and totally seventeen types of PQ 
disturbances are recognized. The proposed scheme is also 
applied in IEEE 33-bus distribution system and validated by 
a real-time simulator. A method for detecting and 
classifying transmission line faults using cross correlation 
and k-nearest neighbor has been presented in [31]. 
 

III. POWER QUALITY DISTURBANCE SIGNALS 
 

Due to occurrence of different disturbances in the power 
related applications, there are so many types of disturbances, 
occurred in an alone and also in the combined form. In this 
section, the most popular and identified disturbances are 
only illustrated and they are only considered for the 
classification purpose. According to the scientific standards, 
every disturbance signal is represented through a 
mathematical representation and they are explained in the 
table.1. A pure sine wave with frequency 50 Hz and 
magnitude at 1.0 p.u. as well as the another PQ disturbance 
signals such as sag, swell, harmonics, interruption, sag with 
harmonics, swell with harmonics, flicker, notch, spike, and 
oscillatory transients are generated through Matlab 
simulation software. The total recording time of the signal is 
0.4 s. The reference frequency of pure sine wave is 50 Hz. 
The PQ disturbance signal generation models and their 
control parameters are shown in Table 1.  
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TABLE.1 POWER QUALITY DISTURBANCE SIGNALS AND ITS CONTROLLING PARAMETERS 

PQD  Class  Formula  Parameter Variations 

Normal  C1  ሻݐሺݏ ൌ sinሺ߱௡ݐሻ  ߱௡ ൌ ߨ2 ൈ 50 rad/sec 
Swell  C2  ሻݐሺݏ ൌ ሾ1 ൅ ݐሺݑሺߙ െ ଵሻݐ െ ݐሺݑ െ ଶሻሻሿݐ sinሺ߱௡ݐሻ 0.1 ൑ ߙ ൑ 0.8, ܶ ൑ ଶݐ െ ଵݐ ൑ 9ܶ 
Sag  C3  ሻݐሺݏ ൌ ሾ1 െ ݐሺݑሺߙ െ ଵሻݐ െ ݐሺݑ െ ଶሻሻሿݐ sinሺ߱௡ݐሻ 0.1 ൑ ߙ ൑ 0.9, ܶ ൑ ଶݐ െ ଵݐ ൑ 9ܶ 
Flicker  C4  ሻݐሺݏ ൌ ሾ1 ൅ ߙ sinሺ2ݐߚߨሻሿ sinሺ߱௡ݐሻ 0.1 ൑ ߙ ൑ ݖܪ5 ,0.2 ൑ ߚ ൑  ݖܪ20
Interruption  C5  ሻݐሺݏ ൌ ሾ1 െ ݐሺݑሺߙ െ ଵሻݐ െ ݐሺݑ െ ଶሻሻሿݐ sinሺ߱௡ݐሻ  0.9 ൑ ߙ ൑ 1, ܶ ൑ ଶݐ െ ଵݐ ൑ 9ܶ 
Oscillatory transient  C6  ሻݐሺݏ ൌ sinሺ߱௡ݐሻ ൅ ߙ expሺെሺݐ

െ ݐሺݑଵሻ/߬ሻሺݐ െ ଶሻሻݐ sinሺ2ߨ ௡݂ݐሻ 
0.1 ൑ ߙ ൑ 0.8 ,  0.5ܶ ൑ ଶݐ െ ଵݐ ൑ 3ܶ , 
ݖܪ300 ൑ ௡݂ ൑ ݏ8݉ ,ݖܪ900 ൑ ߬ ൑ 4݉ 

Harmonics  C7  ሻݐሺݏ ൌ ሻݐଵsinሺ߱௡ߙ ൅ ሻݐଷsinሺ3߱௡ߙ ൅ ሻݐହsinሺ5߱௡ߙ
൅ ሻݐ଻sinሺ7߱௡ߙ

0.05 ൑ ,ଷߙ ,ହߙ ଻ߙ ൑ 0.15,෍ߙ௜
ଶ ൌ 1 

Swell with harmonics  C8  ሻݐሺݏ ൌ ൣ1 ൅ ݐሺݑ൫ߙ െ ଵሻݐ െ ݐሺݑ െ ଶሻ൯൧ݐ ൈ ሾߙଵsinሺ߱௡ݐሻ
൅ ሻݐଷsinሺ3߱௡ߙ ൅ ሻݐହsinሺ5߱௡ߙ
൅ ሻሿݐ଻sinሺ7߱௡ߙ

0.1 ൑ ߙ ൑ 0.8, ܶ ൑ ଶݐ െ ଵݐ ൑ 9ܶ,  

0.05 ൑ ,ଷߙ ,ହߙ ଻ߙ ൑ 0.15,෍ߙ௜
ଶ ൌ 1 

Sag with harmonics  C9  ሻݐሺݏ ൌ ൣ1 െ ݐሺݑ൫ߙ െ ଵሻݐ െ ݐሺݑ െ ଶሻ൯൧ݐ ൈ ሾߙଵsinሺ߱௡ݐሻ
൅ ሻݐଷsinሺ3߱௡ߙ ൅ ሻݐହsinሺ5߱௡ߙ
൅ ሻሿݐ଻sinሺ7߱௡ߙ

0.1 ൑ ߙ ൑ 0.9, ܶ ൑ ଶݐ െ ଵݐ ൑ 9ܶ,  

0.05 ൑ ,ଷߙ ,ହߙ ଻ߙ ൑ 0.15,෍ߙ௜
ଶ ൌ 1 

Notch  C10  ሻݐሺݏ ൌ sinሺ߱௕ݐሻ െ ሻሻݐሺsinሺ߱௕݊݃݅ݏ

ൈ෍݇ൣݑ൫ݐ െ ሺݐଵ ൅ 0.2݊ሻ൯ െ ݐሺݑ

ଽ

௡ୀ଴
െ ሺݐଶ ൅ 0,02݊ሻሻ൧ 

0.1 ൑ ݇ ൑ 0.4, 0 ൑ ,ଵݐ ଶݐ ൑ 0.5ܶ,  
0.01ܶ ൑ ଶݐ െ ଵݐ ൑ 0.05ܶ 

Spike   C11  ሻݐሺݏ ൌ sinሺ߱௕ݐሻ ൅ ሻሻݐሺsinሺ߱௕݊݃݅ݏ

ൈ෍݇ൣݑ൫ݐ െ ሺݐଵ ൅ 0.2݊ሻ൯ െ ݐሺݑ

ଽ

௡ୀ଴
െ ሺݐଶ ൅ 0,02݊ሻሻ൧ 

0.1 ൑ ݇ ൑ 0.4, 0 ൑ ,ଵݐ ଶݐ ൑ 0.5ܶ,  
0.01ܶ ൑ ଶݐ െ ଵݐ ൑ 0.05ܶ 

  
 

IV. PROPOSED DETECTION AND CLASSIFICATION 
APPROACH 

 
The complete details of proposed approach are 

illustrated in this section. To achieve improved classification 
accuracy, this paper proposes two new feature selection 
techniques based on the Mutual Information and cross 
correlation. Here the proposed feature selection technique 
based Mutual information is named as Joint Mutual 
Information Maximization based Feature Selection 
(JMIMFS) and the feature selection based on cross-
correlation is named as correlation based feature selection 
(CFS). After obtaining the required subset of features from 
every class of PQ signal, Multi-class Support Vector 
Machine (MC-SVM) [37] is accomplished for classification. 
Since the MIFS a non-linear feature extraction technique, it 
extracts the set of optimal features in the non-linear signals 
also and the CFS is for linearly dependent signals.  

 
A. Feature Selection  
 
Feature selection (FS) is an important aspect in the PQ 

detection and classification system. In earlier there are so 
many methods are developed to achieve an efficient 
performance in the feature selection purposes in various 
applications. Among the earlier developed FS 
methodologies, MIFS approaches have gained more 
significant results in the detection performance. The MI was 

first developed by Battiti in 1994 [16], also known as a first 
order incremental search algorithm. Battiti proposed MI to 
select the more relevant features form the initial set of ‘n’ 
features. Instead of calculating the Joint MI between the 
selected features and the class label, Battiti’s MI evaluates 
MI between the candidate feature and the class, relationship 
between the candidate feature and the already selected 
features. Further there are so many variants are proposed 
based on MI such as MIFS-U [32], mRMR [33], NMIFS 
[34], MIFS-ND [35] and JMI [36]. However the following 
drawbacks are observed with the earlier MIFS approaches. 

 
1. Class Irrelevancy: In the earlier methods, the 

redundancy is measured based on the MI value between the 
candidate feature and features in the selected feature subset, 
but didn’t considered the class label. If the MI between the 
candidate feature and selected feature in the subset is less, 
then the candidate features is considered as redundant 
feature, but this dissertation is wrong because the redundant 
candidate feature may share different information with the 
another class.   

 
2. Over Estimation of feature significance: in the case of 

high correlation of candidate feature with one or some pre-
selected features, the candidate feature is assumed to share 
more information about the features selected in the subset, 
but at the same time the candidate feature can be an 
independent feature from the majority features in the 
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selected feature subset.  In such condition, the value of goal 
function is high, despite the redundancy of the candidate 
feature to some features within the subset. This problem was 
occurred in the methods like MIFS-U, mRMR, MNIFS, 
MIFS-ND which follows a cumulative summation and 
forward search algorithm search to approximate the 
solution.  

 
1. JMIMFS 

 
In this paper, a new FS method is proposed based on the 

MI based FS, JMIM. JMIM is a combined from the Joint MI 
(JMI) and Maximum of the Minimum (MIM). JMIM is 
aimed to address the above problems, class irrelevancy and 
the Over estimation of feature significance, which occurs 
when the cumulative summation is employed.  

The FS process should be in such a way that for a given 
Full feature set F of size N, it needs to select a subset of 
features S, S⊆F, with dimensions K, K൑N, by which the 
classification accuracy should be equal or better compared 
to the classification accuracy obtained through the full set of 
feature F. Simply it can also be defined as a FS that extracts 
the features which have maximum MI with the class label, 
i.e., I(S; C). 

Based on these aspects, the feature relevance is defined 
as, for an already selected feature subset, S, the feature ௜݂ is 
said to be more relevant than the feature  ௝݂  if the MI 
between ௜݂ and S with respect to the class C ሺܫሺ ௜݂, ܵ;  ሻሻ isܥ
greater than the MI between the feature ௝݂  and S with 
respect to the class C ൫ܫሺ ௝݂, ܵ; ሺܫሻ൯, simply, ሺܥ ௜݂, ܵ; ሻሻܥ ൐
൫ܫሺ ௝݂, ܵ;   .ሻ൯ܥ

Further the feature relevance can also be defined through 
the Joint MI. Let F be the full set of features, S be the subset 
of features which was already selected for the Feature set F. 
Let a feature ௜݂ , ௜݂ ∈ ܨ െ ܵ, and ௦݂ ∈ ܵ, the m-Joint MI is 
defined as the MI between ௜݂ and the features present in the 
already selected feature subset S. The minimum value of m-
Joint MI is referred as minimum joint MI, i.e., 
min

௦ୀଵ,ଶ,…,௄
ሺܫ ௜݂, ௦݂;  ሻ.  A larger value of joint MI of ௜݂ and theܥ

features in the subset S denotes a high relevance with the 
class label C. Further a larger value of joint MI also denote 
that the m-joint MI of other features, ௝݂ , ௜݂  and ௝݂ ∈ ܨ െ ܵ 
denotes the minimum joint MI between the features ௝݂ and ௜݂ 
. Simply it denotes that, compared to the feature ௜݂ , the 
feature ௝݂, shares less information towards the class label C. 
According to the above definitions, the feature which shares 
maximum information is said to be more relevant.  

Further a new definition is given for redundancy from 
the given set of features F, and a selected feature subset S, a 
feature  ௜݂ is said to redundant to the selected feature subset 
S if it doesnot share new information with the class C. If the 
feature ௜݂ is highly correlated with a feature ௦݂, ௦݂ ∈ ܵ, then 
the probability of mass functions of ௜݂ , ௦݂  and ( ௜݂ , ௦݂ ) are 
equal, i.e., ܲሺ ௜݂ሻ ≅ ܲሺ ௦݂ሻ ≅ ܲሺ ௜݂, ௦݂ሻ.  

Based on the above discussions, to overcome the 
problem of over estimation feature significance, this work 
accomplished a new method called JMIM to select the 
optimal feature set by which the classification accuracy 
increase with less number of features extracted from dataset. 
It is a combined form of Joint MI and maximum of 
minimum, through which the most relevant features are 
chosen. The new criterion for the FS according to the JMIM 
is formulated as:  
 

௃݂ெூெ ൌ arg max
௙೔∈ிିௌ

൬min
௙ೞ∈ௌ

ሺܫሺ ௜݂, ௦݂;                (1)	ሻሻ൰ܥ

Where 

ሺܫ ௜݂, ௦݂; ሻܥ ൌ ሺܫ ௦݂; ሻܥ ൅ ܫ ቀ ௜݂; ܥ
௦݂

ൗ ቁ                 (2) 

ሺܫ ௜݂, ௦݂; ሻܥ ൌ ሻܥሺܪ െ ܪ ቀܥ
௜݂

ൗ , ௦݂ቁ                  (3) 

ሺܫ ௜݂, ௦݂; ሻܥ ൌ 	 ሾെ∑ ሺܿሻሻ௖∈஼݌ሺ	ሺܿሻlog݌ ሿ െ

ቈ∑ ∑ ∑ ݃݋݈ ቆ
௣ሺ௙೔,௙ೞ,௖ ௙ೞൗ

ሻ

௣ቀ௙೔ ௙ೞ
ൗ ቁ௣ቀ௖ ௙ೞൗ

ቁ
ቇ௙ೞ∈ௌ௙೔∈ிିௌ௖∈஼ ቉                          (4) 

 
This method follows the iterative forward greedy search 

algorithm to find there levant feature subset of size k within 
the feature space. The JMIMFS reduces the almost all 
redundant features from the PQ signals and preserves only 
the features which are high informative and contributes to 
the class. Approximately, the first stage feature selection 
technique reduces 40% of features from the full set of 
features.  

 
2. CFS 
 
After extracting a set of features in the first stage, they 

are further subjected to the second stage feature selection, 
CFS. Here the correlation is measured between the features 
to find the similarity between them. Specifically, the CFS 
evolves the linearly dependent features, the obtained subset 
from the first stage are linearly related to each other. Finding 
those linear dependencies makes the detection system 
computationally inexpensive and also achieves more 
classification accuracy. To analyze the obtained subset 
further deeply, a new measure called Pearson product-
moment Correlation Linear Coefficient (PCLC) is evaluated 
which derives the linear correlation between the features. 
This measure is fast and accurate is measuring the 
correlation between random linearly dependent variables 
and also it is insensitive to non-linear correlations. 

Given two variables X and Y, the PCLC (X; Y) or r (X; 
Y) is measured as: 

;ሺܺݎ ܻሻ ൌ 	
஺

஻.		஼
(5) 

Where:  
ܣ ൌ ݊∑ ௜ݕ௜ݔ

௡
௜ୀଵ െ ∑ ௜ݔ

௡
௜ୀଵ െ ∑ ௝ݕ

௡
௝ୀଵ                (6) 

ܤ ൌ 	ට݊∑ ௜ݔ
ଶ௡

௜ୀଵ െ ቀ∑ ௝௡ݔ
௝ୀଵ ൯

ଶ
                  (7) 
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ܥ ൌ 	ට݊∑ ௜ݕ
ଶ௡

௜ୀଵ െ ቀ∑ ௝௡ݕ
௝ୀଵ ൯

ଶ
                               (8) 

 
The value ofݎሺܺ; ܻሻfalls into a definitely closed interval 

[-1, 1]. A value of -1 or 1 indicates a high correlation 
between two variables. A value close to zero indicates the 
weak relationship between them. Further to select a feature 
with maximum correlation the PCLC based feature selection 
is formulated as: 

  
௥ܥ ൌ argmax

௙೔∈	ி
ቀݎሺ ௜݂; ሻܥ െ

ଵ
|ௌ|
∑ ௖௢௥௥ሺ௙೔;௙ೞሻ

௖௢௥௥ሺ௙೔;஼ሻ
௙ೞ∈ௌ ቁ         (9) 

 
Form the above expression, the feature which represents 

the maximum correlation is chosen as a relevant feature for 
the class C and the feature which does not has a maximum 
correlation is removed or eliminated. This PCLC based 
feature selection is carried out over subset of features to 
further select the optimal features in a specific disturbances 
class. In the training phase, for every attack class, the feature 
with maximum correlation is extracted and trained through 
MC-SVM [37].. 
 
 
 

V. SIMULATION RESULTS 
 
A. Experimental Data 
 

To simulate the proposed PQD framework, MATLAB 
software was used. Initially the PQ signals are generated 
according to the mathematical representations shown in 
table.1. By varying the control parameters in every 
mathematical formula, for every class of PQD, number of 
signals is generated. For example, the control parameters for 
swell signal is α. For a given range constraints of α, it was 
varied α=0.1,0.2,0.3,…,0.8. Further the range constraint of 
time (T) is 0.4 to 3.6. With an increment of T = 0.1, the total 
number of possible values can be generated is 33 and for 
every T values, the α is varied. Based on these observations, 
the total number of possible swell signals can be generated 
are 33×8=264. Similarly, for every PQD class, number of 
signals is generated and the signals generated for every class 
are represented in table.2. All these signals are generated by 
varying their respective control parameters. These signals 
are divided into two groups, training set and testing set. The 
total number of signals divided as training and testing 
signals are represented in table III. 

TABLE II. SIGNALS GENERATED WITH VARYING CONTROL PARAMETERS 
1. PQD  2. Varying parameters  3. Total signals 

Normal  4. ߱௡ ൌ ߨ2 ൈ 50 rad/sec 5. 10 

Swell  6. T=0.4, 9ൈT=3.6, ߙ ൌ 0.1,0.2,0.3, … ,0.8  7. 33ൈ8=264 
Sag  8. T=0.4, 9ൈT=3.6, ߙ ൌ 0.1,0.2,0.3, … ,0.9  9. 33ൈ9=297 
Flicker  ߙ .10 ൌ ߚ  ,0.1,0.2 ൌ 5,6,7, … ,20 11. 16ൈ2=32 
Interruption  12. T=0.4, 9ൈT=3.6, ߙ ൌ 0.9 and 1.0 13. 33ൈ2=66 
Oscillatory transient  14. T=0.5ൈT to 3ൈT=0.2 to 1.2,  ௡݂ ൌ 300,400,… . ,900,  

ߙ .15 ൌ 0.1,0.2,0.3, … ,0.8
16. 6ൈ8ൈ6=288 

Harmonics  ,ଷߙ .17 ,ହߙ  ଻=0.05, 0.1, 0.15ߙ 18. 3ൈ3ൈ3=27 
Swell with harmonics  ,ଷߙ .19 ,ହߙ ߙ ,଻=0.05, 0.1, 0.15ߙ ൌ 0.1,0.2,0.3, … ,0.8  20. 27ൈ8=216 
Sag with Harmonics  ,ଷߙ .21 ,ହߙ ߙ ,଻=0.05, 0.1, 0.15ߙ ൌ 0.1,0.2,0.3, … ,0.9 22. 27ൈ9=243 
Notch  23. k=0.1,0.2,0.3,0.4, ݐଵ=0,0.1,0.2,…,0.5, ݐଶ=0,0.1,0.2,…,0.5  24. 4ൈ6ൈ6=144 
Spike  25. k=0.1,0.2,0.3,0.4, ݐଵ=0,0.1,0.2,…,0.5, ݐଶ=0,0.1,0.2,…,0.5  26. 4ൈ6ൈ6=144 

27. Total 28. 1732 

 
  

TABLE III. TRAINING AND TESTING SET CONSIDERED FOR SIMULATION 
29. PQD  30. Class Label 31. Total signals 32. Training Set  33. Test Set

Normal  C1  34. 10  35. 7  36. 3 

Swell  C2  37. 264 38. 192 39. 72 

Sag  C3  40. 297 41. 213 42. 84 

Flicker  C4  43. 32  44. 21  45. 11 

Interruption  C5  46. 66  47. 45  48. 21 

Oscillatory transient  C6  49. 288 50. 209 51. 79 

Harmonics  C7  52. 27  53. 18  54. 9 

Swell with harmonics  C8  55. 216  56. 159  57. 57 

Sag with Harmonics  C9  58. 243 59. 175 60. 66 

Notch  C10  61. 144 62. 108 63. 36 

Spike  C11  64. 144  65. 108  66. 36 

Total  67. 1732  68. 1255  69. 477 
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B. Performance Evaluation 
 
In this paper, the Accuracy, Precision, DR, FAR and F-

Score are considered to evaluate the performance of 
proposed approach. The basis for these metric evaluations is 
confusion matrix and it is represented in table IV.  

 
TABLE.IV. SAMPLE CONFUSION MATRIX 

 
Predicted 

Normal  Attack 

Actual 
Normal  TP  FN 

Attack  FP  TN 

  
Based on the obtained TP, TN, FP and FN values from 

the confusion matrix, performance metrics are evaluated and 
the respective mathematical representation is given as: 
 

ݕܿܽݎݑܿܿܣ ൌ 	 ்௉ା்ே

்௉ା்ேାி௉ାிே
         (10) 

݊݋݅ݏ݅ܿ݁ݎܲ ൌ ்௉

்௉ାி௉
              (11) 

݈݈ܴܽܿ݁	ݎ݋	݁ݐܽݎ	݊݋݅ݐܿ݁ݐ݁ܦ ൌ ்௉

்௉ାிே
     (12) 

݁ݐܴܽ	݉ݎ݈ܽܣ	݁ݏ݈ܽܨ ൌ 	
ி௉

்ேାி௉
                        (13) 

ܨ െ ݁ݎ݋ܿܵ ൌ ଶ∗ோ௘௖௔௟௟∗௉௥௘௖௜௦௜௢௡

ோ௘௖௔௟௟ା௉௥௘௖௜௦௜௢௡
     (14) 

 

Where: 
TP= True Positives, TN = True Negatives, FP= False 
Positives and FN = False Negatives. 
 

C. Results 
 
Initially the complete train set is subjected to the feature 

extraction through the proposed two feature selection 
approaches, JMIMFS and CFS. Finally the obtained optimal 
feature set of every PQD signal was trained through SVM 
algorithm. Here totally, 1298 signals are processed for 
training and 434 signals are processed for testing.  Further 
the test set is subjected to testing process and the classified 
results are formulated in the following table IV. To check 
the efficiency of proposed approach, a further simulation 
carried out in the presence of noise. In this simulation, all 
the disturbance signals are subjected to noise addition and 
then processed for testing. The obtained classification 
results in this case are represented in the following table V. 
Further to check performance of proposed approach, the test 
signals are subjected to noise contamination and those noisy 
PQ disturbances are processed for testing. The obtained 
classification results under the noisy experiments are 
displayed in table VI. 

  
 

TABLE.V. CLASSIFICATION RESULT OF TESTING SIGNALS (CONFUSION MATRIX) 
 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 Total 

C1 3 0 0 0 0 0 0 0 0 0 0 3 
C2 0 70 0 0 1 0 0 1 0 0 0 72 
C3 0 1 81 0 1 0 0 1 0 0 0 84 
C4 1 0 0 9 0 1 0 0 0 0 0 11 
C5 0 1 2 0 18 0 0 0 0 0 0 21 
C6 1 0 0 1 0 75 0 0 1 1 0 79 
C7 0 1 0 0 0 0 8 0 0 0 0 9 
C8 0 0 0 1 0 0 0 55 1 0 0 57 
C9 0 0 1 0 0 1 0 0 63 0 1 66 
C10 0 0 1 0 0 0 1 0 0 34 0 36 
C11 1 0 0 0 2 0 0 1 0 0 32 36 

  
 

TABLE VI. CLASSIFICATION RESULT OF TESTING SIGNALS IN THE PRESENCE OF NOISE (CONFUSION MATRIX) 
 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 Total 

C1 3 0 0 0 0 0 0 0 0 0 0 3 
C2 0 67 2 0 0 1 0 1 0 1 0 72 
C3 0 1 79 0 1 0 1 0 0 0 2 84 
C4 1 0 0 8 0 1 0 0 0 1 0 11 
C5 0 1 2 0 16 0 0 1 1 0 0 21 
C6 0 1 0 1 0 73 0 2 1 0 1 79 
C7 0 1 0 0 1 0 7 0 0 0 0 9 
C8 0 0 1 1 0 0 0 53 1 1 0 57 
C9 0 2 0 1 0 0 1 0 61 0 1 66 
C10 0 0 0 2 0 0 1 0 0 32 1 36 
C11 0 0 2 0 2 0 0 1 0 0 31 36 

  
Based on the obtained classification results for all types 

of PQ disturbances, the performance is measured through 
the performance metrics according to the formulae specified 
in the above subsection. Further to verify the performance 

enrichment of proposed framework, the obtained results are 
compared with the results obtained through conventional 
approaches, Cross-Correlation combined with fuzzy logic 
(CCS + Fuzzy) [30], Cross-Correlation combined with K-
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nearest Neighbor (CCS + K-NN) [31], Flexible entropy 
based feature selection combined with MC-SVM 
(FEFS+MC-SVM) [37] and Mutual Information based 
feature selection combined with SVM (MIFS + SVM) [17]. 

The measured Accuracy, Detection rate, precision, False 
Alarm Rate and F-score are represented in the following 
figures.
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Noisy 
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Figure.1 Results of comparison.  

  
Figure.1 describes the comparative results analysis 

between the proposed and conventional approaches with 
respect to the Receiver Operating Characteristics (ROC) 
performance metrics. Under this section, the accuracy 
obtained after the classification of all PQD signals under 
two test cases, normal and noisy, are represented in figure 1-
a. As it can be seen, the accuracy of proposed approach is 
high compared to the conventional approach for both test 
cases. Since the proposed two stage feature selection 
mechanism tries to extract only the informative features for 
every PQD signals and they are only trained to the system. 
The obtained optimal subset of features helps in the 
provision of perfect discrimination between the PQD 
signals. In the conventional approach, FEFS + MC-SVM, 
the feature extraction technique extracts the subset of 
features from full set based on the Mutual Information But 
the redundant features reduced through this method are not 
selected based on the joint relevancy of different classes. 
This method won’t considered the joint MI between the 
selected feature subset and the class label by which some 
necessary features are also got eliminated and some 
unnecessary feature are preserved. Next, the conventional 
approaches, CCS + K-NN and CCS + Fuzzy are able to 
extract only the linearly dependent features and they don’t 
focused much on the non-linear dependent features, by 
which excessive number of features are trained and tested. 
Lastly, the conventional method, MIFS + SVM, 

accomplished a two stage feature selection mechanism. But 
this method just considered MI as a reference criterion for 
the feature subset selection. To achieve an optimal feature 
set, the obtained MI needs to be further normalized 
(According to the FEFS) and needs to consider the Joint MI 
also.  

Furthermore, the individual detection rate is also 
observed as high for proposed approach when it was 
compared with conventional approaches, as depicted in 
figure 1-b. The detection rate or recall is measured as the 
total number of correctly classified signals to the total test 
set of that particular class. For instance, in the table.5, the 
total number of signals classified as normal under normal 
class is shown as 3 and the total signals given for testing is 
also 3. Then the detection rate for the class 1 is evaluated as 
100%. In this manner, the DR for remaining classes is also 
measured and the obtained Average DR is depicted in figure 
1-b. Next the Average F-score is represented in figure 1-c 
and it is also observed as high compared to the conventional 
approaches. 

The obtained average false alarm rate is depicted in 
figure 1-d. As can be seen, the Average FAR of proposed 
approach is less under both test cases when it was compared 
with the conventional approaches. According to the 
formulae of FAR (Eq.13), it is measured as the ratio of FP 
and the sum of TP and FP. Here the false positives define 
the number of signals which are classified falsely for a given 
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positive input. From the confusion matrices, (table V and 
table VI), the obtained FPs for every class is observed as 
very less, by which the overall FAR also be very less for 
both test cases. Moreover, the FAR of proposed is very less 
when compared the FARs of conventional approaches. The 
main reason for being this much less FAR of proposed 
approach is the accomplishment of Joint MI between the 
selected feature set and the class at every instance of PQD 
signals by which the number of irrelevant features are 
reduced greatly.  

Computational time is one more factor on which current 
researchers are mostly focusing. The CT is directly 
proportional to the size of dataset. As the dataset size 
increases, the CT also increases ad it reduces when the 
dataset size reduces. In the conventional approaches, most 
of the research focused to achieve an increased accuracy but 
not focused much on the time complexity. In the proposed 
approach and also the conventional approaches (only 
considered for comparison), the focus was made over the 
CT also by proposing different feature selection techniques. 
But they have their own drawbacks in the extraction of most 
optimal feature set by which the all PQD signals can be 
differentiated in a more discriminate way.  The proposed 
approach got succeeded in this evaluation and extracts only 
the most relevant features those are related to all possible 
classes; hence the CT of proposed approach is less. The 
obtained results of CT are depicted in figure 1-e. 

 
VI. CONCLUSION AND FUTURE SCOPE 

 
We presented a new system on the detection and 

classification of Power Quality Disturbances. With the aim 
of reducing the computational time complexity followed by 
an increased classification performance, two new feature 
selection approaches were developed based on the linear and 
non-linear dependencies between the samples constituted to 
formulate the PQD signals. Since the features are more 
important in the provision of discrimination between 
different signals, the proposed feature selection techniques 
extracts only the most significant features through which 
maximum information can be explored. Further the 
extracted optimal feature set is accomplished through 
machine learning algorithm to classify the test PQD signals. 
Here the Mutual Information and correlation properties are 
used for feature selection and SVM algorithm is used for 
classification. Various types of Simulation experiments 
carried out over the proposed system illustrated the effective 
performance in the detection and classification under normal 
and noisy environments. The obtained classification 
accuracy, detection rate and the computational time were 
observed as better for the proposed approach when 
compared with conventional approaches. On an average the 
Accuracy of proposed approach is enhanced by 1.5% and 
the computational time reduced by 100ms from the 
conventional approaches. Hence the proposed framework is 

robust for different PQD signals used to occur in different 
power related applications.  

In future, this work can be extended by incorporating 
more than one classifier algorithms to achieve an increased 
accuracy. Since a single classifier algorithm cannot provide 
much differentiation for various unknown disturbance 
signals, two classifier algorithms would yield better 
performance. One classifier can be used to classify the 
normal signals from PQD signals and second stage classifier 
can be employed for more detailed classification.  
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