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Abstract. In simulationbasedperformarce evaluation thesimulationtime is directly relatedto the comgexity of
the simulatedsystems Sincemodernmultiprocessosystemsontainhundedsandeventhousandsof processa,
simulationof suchsystemscanbe quite time—denanding This paperstudiesmultiprocessorsystemswith differ-
entnunmbersof processa@ but with the sameutilizationsof corresponthg components;suchsystemsarecalled
perfamanceequvalent. Performaiceequivalencecanbe usedto simplify simulation-basederformarce analysis
of complex systemdiy simulatingmuchsimplersystemsavhich areequivdent with respecto performane to the
original ones.It is shavn thatin somecasesdentifying perfomanceequialentsystemss quite straightfaward.
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1. INTRODUCTION

Multiprocessor systems are usually classified as
sharedmemoy systemsor distributed-memorysys-
tems[8]. Sharedmemay systemsanhave uniform

accesgo the (share)l memay (typicdly centralizel,

asin bus—basedystemsor systemswith multistage
conrectingnetworks or crossbaswitches)or the la-

tenciesof memoy accessesnay differ, asis typi-

cal for distributed (sharedon non-sharejl memoy

systems.In distributed-memoy systemsthe (total)

memoy is compaedof modules physicallylocated
at different nodes of the system,so the lateny de-

pend uponthe node which originatesthe requesfor

memoy accessaswell asthe node which contairs

the reqestedinformation. Sharedememay systems
arebelieved to be easierto progam, but distributed-

memoy systemsscalein a betterway; systemawith

large numkbers of processa are usually distributed-

memoy systemg17].

Theperfamanceof adistributed-memoy systende-
pend upan a nunber of factos. The prokability of
requestinganaccesso aremotenodeis oneof impor-
tantparametes; if this probability is closeto zero,the
nodes canbe analyzedin isolationfrom eachother
which significantly simplifies the evaluation. If this
prokability cannotbe neglected the analysisneedgo
be performedfor thecomgete multiprocessosystem
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sincethebehavior of theintercanectingnetwork, and
in particdar, its congestion,affectsthe perfamance
of eachnodeof the system. If the systemis com-
posedof identical nodes, the steady—statdehaior
of all nodescanbe assumeddentical,which creates
symmeties that can, sometimeshpe usedfor simpli-
fication of the evaluation process. For simulation—
basegerfamancesvaluaion, however, suchsymme-
tries cannoteasilybe taken into accout, soa modé
of thecomgete systemneeddo be simulated.

The purpose of this pager is to study simplifica-
tionsof thesimulation-basederfamanceevaluation
of distributed-memay multiprocessorsystems.The
simplificationsarebasedn perfamancesquivdence
of systems More specifically the paperstudiesmul-
tiprocessor systemswhich are compeed of identi-
cal processorshut which have different nunbersof

proessorsyet all corresponthg compnents(such
as processorsmemaies, or intercannects)have the
sameutilizations. Suchsystemsrecalledequialent
with respectto perfamanceor performarce equi-

alent. Perfomanceequialencecan be usedto re-
duce the simulation time requred for simulation—
basedperiormane analysisbecausensteadof the
original complex systemamuchsimplersystemcan
be analyed providing a goad appraximation of the
resultsfor the original, comgex system. The paper
alsoshaws that for somesystemssuchperfamance
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equivalencds quite straightfawardto establish.

A multiprocessorsystemwith 16 processorscon-
nectedby a2—dimansionaltorus—like network, shavn
in Fig.1[19], is usedasarunring exanplein this pa-
per

Fig.1. Outlineof a 16-processosystem.

In distributed-memoy systemsit is usuallyassumed
thatthe memoy accesgequestssentfrom onenode
to anothe areroutedalongthe shortestpaths. It is
alsoassumedhat this routing is dore in a nondeter
ministic way, i.e., if thereare several shotestspaths
betweerntwo nodeseachof themis equallylikely to
be used. Consequetly, the traffic is assumedo be
uniformly distributedin theintercaanectingnetwork.
The average lengthof the shortestpathbetweentwo
nodes, or the average numker of hops(from onenode
to anothe) that a request must perfam to reachits
destination ny, is usually deternined assuminghat
the memay accessesre uniformly distributed over
thenodesof thesystem.

In mocdern compuer systems,the perfamance of

memoy is increaingly often becominy the factor
limiting the performane of the system.Dueto con-
tinuows progressin marufacturirg techrologies,the
perfamanceof processorshasbeendowbling every

18 morths(theso—calledVioore’s law [7]). However,

theperfamanceof memorychipshasbeenmproving

by only 10% peryear[14], creatinga “performance
gapg in matchingprocessors performarce with the
requiedmemay bandvidth. In effect, it is becomimgy

more and more often the casethat the perfamance
of apgications depend on the perfamanceof ma-
chines memoy hierarcly [3].

Memolr hierarches, and in particular multi-level
cachememaies, have beenintroducedto reducethe
effective lateny of memay accessesCachememo-
ries provide efficient accesgo informationwhenthe
informationis availableatlower levelsof memay hi-
erarcly; occasionallyhowvever, long-datenyy memay
opergionsareneededo transferttheinformationfrom
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the higherlevels of memay hierachy to the lower

ones. Extensve researchhas focused on redudng

and toleratingtheselarge memoryaccesdatencies.
Techniquesfor reducirg the frequeng/ andimpactof

cachamissesncludehardvareandsoftwareprefdch-

ing [5, 10], speculatie loads andexecutian [15] and,
increasinty often,multithreading[1, 4].

Instrudion—level multithreadng, and in particular
block-multithreading[1, 2, 4], toleratedong-ateny
memay accessesand synchionization delays by
switching the thread rather than waiting for the
comgpetion of a long-ateng opeation which, in a
distributed-memay systemgcanrequire thousandsof
processorcycles. A comhbnation of multithreading
andsuperscalaarchiteture is alsoanappoachused
in high-perfomancemicroprocessa[11].

Eachnoce in thesystemshowvnin Fig.lis assumedo
be a multithreagd processqriocal memoy, andtwo
network interfaces, asshavn in Fig.2.

Ready

Memory
Queue

Queue

Processor
Memory

Inbound
Interface

Outbound
Interface

Interconnecting
Network

Fig.2. Outlineof a multithreadedprocessor

Theoutboundswitchhandesoutgang traffic, i.e., re-
gueststo remotememaies originating at this node
aswell asresultsof remoteaccesse$o the memay
at this nock; the inbound interface handlesnconing
traffic, i.e., resultsof remde requeststhat ‘return’ to
this node and remde requeststo accessmemoy at
thisnoce.

Fig.2 also shavs a queueof readythread; when-
ever the processoperformsa contet switching(i.e.,
switchesfrom onethreadto anothey, a threadfrom
this quete is selectedfor execution and the exea-
tion contintesuntil anothercontet switchingis per
formed. In block multithreading context switchingis
perfamedfor all longdateny memoryaccessedy
‘suspenthg’ thecurren thread forwardng themem-
ory accessequesto therelevart memorymodule (lo-
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cal, or remoteusingtheintercomectingnetwork) and
selectinganotherthreal for execuion. Whenthe re-
sultof thisrequestis receved thestatusof thethread
chan@sfrom ‘suspenéd’ to ‘ready, andthethread
joins the queueof readythreals, waiting for anotter
execuion phaseonthe proessor

Theaverage numter of instructiors executedbetween
contet switchingis calledthe runlergth of a thread,
£¢, which is one of main modelingparaneters. It is

directly relatedto the prokability that an instruction
requestsalong—laeng memay operatia.

Anothe importart moceling paraneteris the prob-
ability of long-ateny accesseso local, p, (or re-
mote,p, = 1 — py) memoy (in Fig.2it correspads
to the “decision point” betweenthe Processorand
the MemoryQuete); asthe valueof p, deceaseqor
p, increases)the effectsof communicationoverhead
andcongestionin theintercannectingnetwork (andits
switchespecanemorepromuned;for p, closeto 1,
thenodescanbepracticallyconsideedin isolation.

The (averag) numker of availablethread, n;, is yet
anotter basic modelirg paraneter For very small
valuesof n;, queuéng effectscanbe practicallyne-
glected,sothe perfamancecanbe predictedby tak-

ing into accounm only the delays of systems compe

nents. On the otherhand for large valuesof n ¢, the
systemcanbe corsideredn saturationwhich mears

thatoneof its commnentswill be utilized in almost
100%, limiting theutilization of othercompmentsas
well asthewhole system.ldertification of suchlim-

iting compaents(calledthe bottleneck [9]) andim-

proving their perfamane is the key to theimproved
perfamanceof the entiresystem.

Section2 introducesa timed Petri net model of a
multithreaded multiprocessorsystem. Perfamance
equialenceis definedin Section3, while Section4

presentsesultsillustratingthe practica useof perfa-

manceequvalence. Several concludng remarls are
givenin Sectionb.

2. MODEL OF A MULTIPROCESSOR SYSTEM

Petrinetshave becomea popular formalismfor mod-
eling systemghatexhibit parallelandconcurentac-
tivities [13, 12]. In orderto take the durations of
theseactiities into accoum, several types of Petri
netswith time have beenproposedby assigningfir-
ing timesto the transitionsor placesof a net. In
timednets[18, 16], determiristic or stochastidexpo-
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nentially distributed)firing timesareassociatedvith
transitions,andtransitionfirings occurin real-time,
i.e., tokers areremoved from input placesat the be-
ginning of thefiring period andthey aredepaitedto
theoutpu placesatthe endof this period.

A timedPetrinetmode of a multithreadedprocessor
atthelevel of instructionexecutionis shawvn in Fig.3
[19]. As usual,timed transitionsare represents by
“thick” bars,andimmedateones by “thin” bars.

The exection of eachinstruction of the ‘running’

threadis mockled by transitionT'run, a timedtran-
sition with the firing time repiesentingone proces-
sorcycle, t,. PlaceProc represets the (available)
processor(if marked and place Ready— the queue
of thread waiting for exeaution. Theinitial markng

of Readyrepresets the (average)numter of available
thread, n;.

If theprocessotis available(i.e., Proc is marked)and
Ready is notempty athreads selectedor execuion
by firing theimmedatetransitionT'sel. Execuion of
consective instructians of the selectedhreadis per
formed in the loop Pnxt, Trun, Pend and Tnzt.
Pend is afree—thoiceplacewith thechoiceprokabil-
ities determiredby therunlergth, £, of thethread In
geneal, thefree—cloice probability assignedo T'nat
is equalto (¢; —1) /¢, soif £, is equal to 10, theprab-
ability of T'nat is 0.9; if £; is equé to 5, this proba-
bility is 0.8, andso on. The free-choiceprobability
of Tendisjust1/¢,.

If Tend is choserfor firing ratherthanTnxt, theexe-
cutionof thethreadendsarequesfor alonglateny
accesso (localorremote)memaoy is placedn Mem,
andatokenis alsodepositedn Pcsw Thetimedtran-
sition T'csw representshe contet switchingandis
associateavith thetime requiredfor the switchingto
anew thread t.;. Whenits firing is finished,andher
threadis selectedor execuion (if it is available).

Memis a free-ehoiceplace,with arandan choiceof
eitheraccessingpcalmemay (T'loc) or remde mem-
ory (T'rem); in thefirst case the requestis directed
to Lmem whereit waits for availability of Memory
andafteraccessinghe memay (T'lmem), thethread
returrs to thequeueof waitingthreads Ready. Mem-
ory is a sharedplacewith two conflicting transitiors,
Trmem (for remoteaccessesand T'lmem (for lo-
cal accesses)the resolution of this conflict (if both
reqestsarewaiting) is basedon markirg—degnden
(relative) frequenciesdeternined by the numters of
tokensin Lmem and Rmem, respectiely.
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Fig.3. Petrinetmockl of a multithreadedprocessoiat theinstructionexection level.

Thefree—cloice probability of Trem, p,, is theprob
ability of long-lateny accesseso remotememay;
thefree—cloice probability of T'locisp, = 1 — p,..

Requestdor remoteaccessesire directedto Rem,
and then, after a sequetial delay (the outbaind
switch modeledby Sout and T'sout), forwarded to
Out, where a randm selectionis madeof one of
the four (in this case)adjacentnodes(all nodesare
selectedwith equalprokabilities). Similarly, the in-
comingtraffic is collectedfrom all neigtboringnodes
in Inp, and, after a sequetial delay (the inbound
switch Sinp andT sinp), forwardedto Dec. Dec is
a free—cloice placewith threetransitionsshariry it:
Tret, which represets the satisfiedrequests reach-
ing their “home’ nodes; T'go, which representsre-
guestsaswell asresponseforwardedto anotheinode
(anotter ‘hop’ in the intercomectingnetwork); and
Tmem, which representsremotereqlestsaccessing
the memoy at the destinatiomode; theseremotere-
questsarequeted in Rmem andsenedby Trmem
when the memoy modde Memory becomesavail-
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able. The free—cloice probabilities associatedvith
Tret, T go andT'mem charactdee theintercanect-
ing network [6]. For a 16-processorsystem(asin
Fig.1), and for memoryaccessesiniformly distrib-
utedamongthe noces of the systemthe free—cloice
probabilities of T'mem andT go are0.5 for forward
moving requests,and 0.5 for T'ret andT'go for re-
turning requests.

Thetraffic outging from a node(placeOut) is com-
posedof requestsandresposesforwardedto andher
nock (transition T'go), resposesto requestsfrom
othernodes(trarsition Trmem) andremotememay
requestsoriginatingin this noce (transitionT'rem).

3. PERFORMANCE EQUIVALENCE

The utilizations of compnerns in complex systems
is directly relatedto servicedemauls for thesecom-
porents; a systemis called balancedif the service
demauds for all compaentsareequal[9]. The ser
vice demandd;, of thecompaments is the productof
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the rate of requests(sometims also calledthe ‘visit
rate’), v;, andthe (average)servicetime of this com-
ponat, s;, i.e.,d; = v; x s;.

In themodelof the multithreadednultiprocessosys-

temdescritedin theprevioussectionthecompments
are(N is thenunberof proessors):

e processors with service demand d, ;, j =

1,...,N;
e memoies with service demanls d, ;, j =
1,...,N;

e inbownd network switcheswith servicedemands
dsij, 5 =1,...,N,

e outbaund network switches with service de-
mandsds, ;,j =1,...,N.

Becauseof the symmeties of the system,in the
steady-state¢he servicedemand at all nodesare
identical,sothesecondsubscriptanbedropped.The
descriptim of theservicedemanlsusesthefollowing
paranetersof themodel:

parameter symbol
threadrunlergth 4y
proessorcycletime tp
memay cycletime tm

switchdelay ts

averag numker of hops np
proh to accesdocal memay De
proh to accessemotememay | p,.=1—p,

For a singlecycle of statechargesof athread(i.e.,a
threadgoingthroughthe phase®f execution, suspen-
sion,andthenwaiting for anotter execttion), the ser
vice demau for theprocessois the product of thread
runlergth, £;, andprocessorcycletime, t,,.

The servicedemar for the memorysubsysterhas
two componernts, onedueto local memoy reqests
and the other due to requestscoming from remote
processors. The commnentdueto local requestsis
the product of the visit rate (which is the probabil-
ity of local accesses)p,, and memoy cycle, t,.
Likewise, the commpnentdue to remoteaccessess
pr * t,,; thisexpressionis obtaired by takinginto ac-
court thatfor eachnodetherequestsarecomirg from
(N — 1) remoteprocessorsand that remde mem-
ory requests are uniformly distributedover (N — 1)
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proessorsso the servicedemanddueto remde re-
questss p, xty, x (N — 1)/ (N — 1) = p, * tpy,.

The servicedemand for the inbound switch dueto a

singlethread(in eachprocessor)canbe obtainel as
follows. The visit rateto aninbound switch (dueto

asingleprocessaris the productof probability of re-

moteaccessesy,, averagge numker of hops(in both

directiors), 2 x np,, andthe switchdelay t,. Remote
memay requestsfrom all N processorsare distrib-

utedacrossthe N inbound switches,so the service
demauml for aninbourd switch dueto a singlethread
iS2 % ppxnp xts * N/N = 2% p, xnp, xts. FOr

theoutbaundswitch,theservicedemandis 2 xt ; x p,.;

the numter of hops,nj, doesnot affect this service
demaual.

Theservicedemandsarethus:

dpy = Lty

dm = Do *tm + Pr *x b = Ty
dsi = 2%p,*xnpxtg;

dso = 2xp,*ts.

Let D derote the maximun compaent servicede-
mand D = max(dp,dm,dsi,ds,). Relatve ser
vice demauds arethe servicedemanis divided by D,
dp/D, dy /D, etc.

Two systemsare equivalent with respectto perfor-

mance(or perfamane equivalent)if therelative ser

vice demausfor all their correspondig compments
arethe same.A straightbrward consegenceof this
definition is that compaent utilizations in perfor-

manceequialent systemsare the same;this is the
essensef the corcept of perfamanceequialerce.
A straightfowvard exampe of two systemswhich
areperfamanceequialentis a pair of systemsawith

the samerate of all corresppnding (average) service
times;a systemandits replacenentin whichthe ser

vice timesof all compnentsarerediwcedat the same
ratecouldbeanillustrationof this concep. However,

mary othersystemscanalsobe perfamanceequiva-

lent.

Perfomanceequivalert systemscanbe usedto sim-
plify perfomance analysis of distributed-memay
multithreaded systems (as well as other systems
which have a similar structurg. More specifically
since the simulationtime requiral for simulation—
basedperformane analysisof multiprocessorsys-
tems depends (supelinearly) upon the number of
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processorsjnsteadof simulatinga systemcontainirg
N processors,a much simpler perfamanceequia-
lentsystemcanbeused significantlyredicing there-
quiredsimulationtime, andproviding reasoably ac-
curateresults. For performane analysisof the 16—
processorsystem(Fig.1), a 4—piocessorsystemcan
beusedwith thesameparametes ¢, andt,,,, andwith
the switchdelayt, adjustedo the valuewhich com-
pensateshe differencesn the valuesof n; between
the 16-processoand4—piocessosystemsj.e., such
that:

nglﬁ) * tgw) = ngl) * t§4).

Sincen{'® canbe appoximatedreasoably well by
2 [6], andnﬁf) = 4/3, perfamanceequivalenceis
obtainel for t§4) =15% tglﬁ).

4. PERFORMANCE RESULTS

Perfomanceresultsdiscussedn this sectionassume
thatall timing charateristicsareexpressedn proces-
sorcycles(whichis assumedo be 1 unit of time).

Fig.4 shows the utilization of the processors,in a
16—pocessorsystem,as a function of the numker
of availablethreadsyn, andthe protability of long-
lateng accesseto local memay, py, for fixedvalues
of otherparametes.

Processor tilization (16 proc)

Context swch: 1 unit
Runlength: 10 units
Memory cycle: 10 units
Switch delay: 10 units

0.9

(U]

prob to access local mem number of threads

Fig.4. Processoutilization— 16 processors;
tes = 1,4, =10, t,,, = 10, t5 = 10.

The utilization of the processa in a perfamance
equialent4—processosystems shovnin Fig.5; per
formanceequialencein the 4—processorsystemis
obtainel by usingthe samevaluesof parametes ¢,
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andt,,, andincreaing ¢, to 15 processorcyclesto
comgensatdor thedecreasegalueof ny,.

Processor utiization (4 proc)

Context swch: 1 unit
Runlength: 10 units
Memory cycle: 10 units
Switch delay: 15 units

0.9

(U]

prob to access local mem number of threads

Fig.5. Processoutilization— 4 processors;
tes = 1,4, =10, t,, =10, t; = 15.

It canbe obsered that the resultsare fairly similar,
with differencesnot exceedinga few percent.

For smallervaluesof p, (or largervalueof p,.), i.e.,
when an increaing nunber of memay accessess
to remde memory the utilization of proessorsde-
creasesignificantlyin Fig.4andFig.5. Thisis anin-
dicationthat the intercaanectionnetwork, and more
specifically the switchesare the bottlereck in this
system(i.e., they are utilized in almost100%, lim-
iting the perfamanceof the entire system). Indeed,
Fig.6 shaws the utilization of the (input) switchesin
the 16—pocessosystemasa function of the numker
of availablethread, n, andthe protability of long—
latengy accesse® remde (nat local) memay, p,. (SO
thefront partof Fig.6 correspondso the backpartof
Fig.4). Fig.7 shavs the sameswitch utilization in a
perfamanceequivaent 4—rocessosystem.

Swiitch utilization (16 proc)

Context swch: 1 unit
Runlength: 10 units
Memory cycle: 10 units
Switch delay: 10 units

1

0.8

)
>

switch utilization
o

prob to access remote mem

number of threads

Fig.6. Switchutilization— 16 processas;
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tes = 1,4, =10, t,, = 10, ts = 10.

Switch utilization (4 proc)

Context swch: 1 unit
Runlength: 10 units
Memory cycle: 10 units
Switch delay: 15 units

1

0.8

0.6

switch utilization

0.4

prob to access remote mem

number of threads

Fig.7. Switchutilization— 4 processors;
tes = 1,4, =10, t,, = 10,ts = 15.

Fig.6andFig.7 shav thatwith theexceptian of small
valuesof p,. andsmallvaluesof n, the utilization of
the switchesin both systemsthe 16—ocessorone
andits perfamanceequvalent 4—processorsystem,
is almost100%. This is a clearindicaion that the
switchesare simply to slow for thesesystems;ary
redudion of the switchdelaywill resultin improved
utilization of the processors.

Fig.8 and Fig.9 shav the utilization of the proces-
sorsin the 16-processosystemandin a perfamance
equialent4d—gocessosystemfor the casewhenthe
switch delay is reducedto one half of its original
value.

Processor utilization

Context swch: 1 unit
Runlength: 10 units
Memory cycle: 10 units
Switch delay: 5 units

0.9
0.8
0.7

0 o

prob to access local mem number of threads

Fig.8. Processoutilization— 16 processors;
tes =1,4; =10, t, =10,t; = 5.

As befae, the agreenentof the resultsobtaned for
the original 16-processomodelandits perfamance
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Processor utilization (4 proc)

Context swch: 1 unit
Runlength: 10 units
Memory cycle: 10 units
Switch delay: 15 units

0.9

prob to access local mem

number of threads

Fig.9. Processoutilization— 4 processors;
tes =1,4, =10,¢, =10,t; = 7.5.

equivalent4-processorsystem,is quite goad. More-

over, processorutilizationsin Fig.8andFig.9 aresig-

nificantly betterthanin Fig.4 and Fig.5; the region

in which the switchis the bottlereckis substantially
redwed,asshavn in Fig.10for the 16—processosys-

tem. Any further redudion of the switch delay (or

increasen theswitchthroughpu thatcanbeobtaired

by usingsereral pardlel switches[21]), will further

improve the utilization of processorsbut thesegains

will berestrictedo regions of smallvalues of p,. and
ny; the overheadof context switchingintroduwcesan

upper bourd on the utilization of processorsat the

level of £;/ (£ + tcs).

Switch utilization (16 proc)

Context swch: 1 unit
Runlength: 10 units
Memory cycle: 10 units
Switch delay: 5 units

1

o o
> Y

o
=

switch utilization

(U]

prob to access remote mem number of threads

Fig.10.Switchutilization— 16 proessors;
tes = 1,4, =10, t,, = 10, t; = 5.

5. CONCLUDING REMARKS
The presentedperformarce resultsfor distributed-

memay multithreadedmultiprocessorsystemsindi-
catethat significantsimulationtime redudions can
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beachievedby usingsimplermocelswhichareequv-
alentwith respecto perfomanceto the original sys-
tems. Sincethe simulationtime of complex mod-
els usually increasessuperlinedy with the size of
the mocel, the gairs in the simulationtime alsoin-
creasemote thanlinearly with the size of the (origi-
nal) mockl.

A slightly differentappoachto perfamanceequia-
lenceis presetedin [20] whereinsteadof changirl
the delays of switches,the net model is modified
in sucha way that the value of n,, is presered at
thelevel of the origind system jndepadentlyof the
numter of processa, so,agan, muchsimplermodel
canbe simulatedto redue the simulationtime.

The resultsobtaired for a 2—dimersional torus—like

network arealsovalid for otherintercomectingnet-

workswith thesameconrectiity characteristicsi-or

exampe, Fig.11shavsahypercule network for a 16—

processorsystenthatis compmsedof two 8—praessor
subsystemsSincetheaverag numbe of hops in this

network is the sameasin the two—dmensionalnet-

work shawvn in Fig.1,the perfamancecharateristics
of bothnetworks arealsothe same(althaughthe two

intercoming networksscalein differentways).

Fig.11.Outlineof a 16-processosystem.

The derived modelsassumehataccesseto memay
are uniformly distributed over the noces of the sys-
tem. If this assumptia is not realisticandsomesort
of ‘locality’ is presentthe only changethatneed to
be doneis an adjustmenof the valueof n,; for ex-
ample,if theprobability of accessingiodes deceases
with thedistancd(i.e.,nodesvhichareclosearemore
likely to be accessethatthe distantones), the value
of ny, will besmallerthanthatdeterninedfor theuni-
form distribution of accessesandwill resultin im-
provedperformane.

It shoud be notedthat the preseted resultsprovide
only someinsightinto the behaior of multithreackd
systemsas some of the assumptias are not satis-
fied in thereal systems- for examge, the numter of
thread is rarely constantthe prokabilities of access-
ing local or remotememay may changeduiing the

[.J. of SIMULATION Vol.3No.12

exealtionsof progams,andsoon.

ACKNOWLEDGMENT

The Natural Sciencesand Engireering Research
Council of Canadapartially suppoted this research
through grart RGPIN-822.

REFERENCES

[1] Agamwal, A., “Performancetradedfs in multi-
threaed processors”]EEE Trans.on Parallel
and Distributed Systemsvol.3, no.5, pp525-
539 192.

[2] Boothe, B. and Ranade,A., “Improved mul-
tithreadng techniauies for hiding communica-
tion lateng in multiprocessors”Proc. 19-thAn-
nud Int. Sympon Compter Architectue, Gold
CoastAustralia,pp.214-223, 1992

[3] Burger, D., Goodnan,J.R.,Kaegi, A., “Memory
bandvidth limitations of future microproces-
sors”; Proc. 23-rd Annual Int. Symp.on Com-
puter Architectue, Philadelia, PA, pp.7889,
19%.

[4] Byrd, G.T. andHolliday, M.A., “Multithreaded
processoirchitectue”; IEEE Spectrumvol.32,
no8, pp.38-46, 1995.

[5] Chen, T-F. and Baer J-L., “A perfamance
study of software and hardvare dataprefech-
ing scheme”;Proc. 21-stAnrual Int. Symp.on
Compute Architectue, Chicagg IL, pp223-
232 199%.

[6] GovindarajanR., Suciu,F. andZuberek,W.M.,
“Timed Petri netmocels of multithreadedmul-
tiprocessorarchitectues”; Proc. 7-th Int. Work-
shopon Petri Netsand PerformanceModels St.
Malo, Francepp.153-162,1997.

[7]1 Hamilton S.,“TakingMooréslaw into thenext
centuy”; IEEE Compute Magazine vol.32,
nol, pp43-43,1999.

[8] Hwang, K., Advarced compuer architectue
— parallelism, scalability programmability,
McGraw-Hill 1993

[9] Jain, R., The art of computersystemsperfor
manceanalysis J. Wiley & Sons1991.

[10] Klaiber, A.C. andLevy, H.M., “An architet¢ure
for software-cantrolled dataprefetching”; Proc.
18-th Annual Int. Symp on ComputerArchitec-
ture, Tororto, Canadapp.43-53 1991.

ISSN1473-8x online,1473803L print



W.M. ZUBEREK: PERFORMANCEEQUIVALENCEIN THE SIMULATION

[11] Loh, K.S. and Wong, W.F., “Multiple context
multithreaded supescalar processor architec-
ture”; Journal of SystemdArchitectue, vol.46,
pp.243-58,2000.

[12] Murata, T., “Petri nets: progerties, analysis
andapplications”; Proceeding of IEEE, vol.77,
no.4 pp541-580,1989.

[13] Reisig, W., “Petri nets - an introduction”
(EATCS Monograghs on Theoetical Compuer
Scienced); SpringerVerlag1985

Rixner, S., Dally, W.J., Kapasi,U.J., Mattson,
P. and Overs, J.D., “Memory accessschedul-
ing”; Proc. 27-th Annwal Int. Symp.on Com-
puter Architectue, Vancaiver, Canadappl128-
138 200.

Rogers,A. and Li, K., “Software supprt for
speculatie loads”; Proc. 5-th Symp.on Archi-
tectual Support for Programmirg Langlages
andOpemting Systemsp.3850,1992

[14]

[15]

[16] Wang,J., TimedPetri nets—theoryandapgica-
tion; Kluwer Acadenic Publ.1998.

[17] Wilkinson, B., Computerarchitecture — design
andperformane; PrenticeHall 19%.

[18] Zubaek, W.M., “Timed Petrinets— definitions,
propertiesand applicaions”; Microelectonics
and Reliability (Speciallssueon PetriNetsand
RelatedGraphModels), vol.31, no.4 pp.&@27—
644 1991.

Zubeek,W.M., “Perfamancemockling of mul-
tithreaded distributed memay architectues”,
Proc. 2-nd Workshopon Hardware Designand
Petri Nets Williamshurg, VA, pp.63—-82 199.

Zubeek, W.M., “Approximate simulation of
distributedmemoy multithreadd multiproces-
sors”; Proc. 35-th Annwal Simulation Sympe
sium SanDiego, CA, pp.10r—114, 2002

Zubeek, W.M., “Analysis of perfamancebot-
tlenecksin multithreadedmultiprocessorsys-
tems”; Fundamentalnformaticag vol.50, no2,
pp.23-21,20@.

[19]

[20]

[21]

BIOGRAPHY

W.M. ZUBEREK received M.Sc. degree in Elec-
tronic Engneering and Ph.D. and D.Sc. degrees
in Compuer Science,all from Warsav University
of Techrology. Currenly he is a Professorin the
Departnent of ComputerScienceof Memorial Uni-
versity in St.Johfs, Canada,and the Chair of a

[.J. of SIMULATION Vol.3No.12

88

new Interdsciplinary Compuational Science Pro-
gram His researchinterestsinclude modelirg and
perfamanceanalysisof concurent systems,andin
particdar applicatiors of timed Petri nets,hierachi-
cal modelinganddiscrete—eent simulationto analy-
sis of comgex systems. His home Web pageis
WWw. €cS. mun. ca/ ~wl odek.

ISSN1473-8x online,1473803L print



