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Abstract: this paper proposes a methodology to improve the time-performance of distributed simulation based 
on the HLA architecture using commercial simulators. In the context of industrial production, for instance, the 
timing of information transfer among federate simulators becomes an important issue whenever production 
control and scheduling are very closely linked. In such a context the re-scheduling of an existing production plan, 
as determined for instance by a rush order, is usually decided upon at the control level in the hierarchy of 
federates; however it cannot be communicated to the different federate plants until a status/parameter update is 
instantiated and established. The study presented in this paper specifically focuses on the impact of machine 
failures at the federate plant level. The random nature of the failure processes associated to the machines of the 
federate production plants makes it difficult to establish when such occurrences may take place: therefore the 
events driving the exchange of state variables among federates cannot be set with certainty ahead of time. This 
research proposes a one-off methodology to statistically determine when critical events, such as machine 
failures, are likely to occur. Based on such information it is possible to intersperse additional events among those 
associated to the usual production/process milestones and thus significantly reduce delays in the transfer of 
critical status parameters among federates and waste of simulated time. Applications are presented to relate these 
time-performance benefits to measurable improvements in production performance. 
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INTRODUCTION 
 
Distributed simulation finds wide application in the 
modelling of complex systems that can be 
represented as aggregations of communicating 
subsystems, characterised by their own internal 
dynamics. In some application contexts simulation 
results are useful, and thus valuable, only if 
available by a specified time, which makes the 
speed of simulation response a critical measure of 
performance. Distributed simulation significantly 
enhances time-performance but introduces other 
problems related to the need for (simulators) 
synchronization. In the simulation of reconfigurable 
coordinated manufacturing plants, the random 
occurrence of component failures can cause waste 
of simulated time because failure events cannot be 
scheduled a priori at the global level. Component 
failures are generated locally during simulation and 
communicated to the system control level (and 
thereby to the other simulated plants) with 
necessary delays that may invalidate significantly 
large batches of simulated time. On the other hand, 
a finer-grained communication among simulators 
can reduce waste, but has a negative impact on 
time-performance, as it significantly increases the 
total simulation time. This paper proposes a 
simulation technique in which component failures 
are anticipated and managed at a global level to 

minimise wasted computing time, while enabling 
the identification of possible reconfigurations of the 
real system to reduce wasted production time. The 
study presented in this paper addresses the time-
performance impact of machine failures occurring 
at the federate plant level. Because component 
failures are stochastic in nature it would be 
impossible to establish their exact timing ahead of 
time, therefore the corresponding events cannot be 
scheduled with certainty on an a-priori basis. The 
methodology proposed in this paper statistically 
determines when critical events, such as machine 
failures, are likely to occur for a particular 
federation and uses this information to intersperse 
additional events among the ones regularly 
scheduled to meet the federation requirements. This 
way the necessary delays in the transfer of critical 
status parameters among federates can be 
significantly reduced. Specifically, the 
methodology focuses on the timing of such events 
so as to anticipate and customise their occurrence 
according to the probability distributions 
representing the process statistics pertaining to each 
individual federate. The relevance of the study can 
be appreciated both in terms of runtime 
performance and in terms of accuracy of 
representation, as it makes the model more 
responsive to and representative of the actual 
federate processes. Preliminary tests have been 
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performed to compare the runtime performance of 
the federation “as-is” and that of the federation with 
“added-in” events. 
 
REMOTE SCHEDULING 
 
Simulation effectively supports decision making in 
the management of complex industrial realities. 
This is the case of coordinated manufacturing 
plants, which are integrated in a production system 
and contribute to the execution of a production plan 
[Williams and Narayannaswamy, 1999]. Such 
systems can be efficient and cost-effective if their 
production plans can be flexibly adjusted to cope 
with local unit/component failures while 
maintaining high throughput standards [Proud, 
1999]. This production management approach can 
be implemented if the timing of critical failures can 
be anticipated and an appropriate reconfiguration of 
the production plan can be identified to best cope 
with the particular failure mode. A distributed 
simulation approach representing each production 
plant as a simulation federate best reflects the actual 
structure of complex production systems and can be 
effectively used for the validation of production 
plans in degraded conditions whenever fast 
responses to on-line failures are needed [Orsoni et 
al 2003]. Production plans are generated at the 
control level, typically implemented as a simulator 
of its own, which is also in charge of coordinating 
production and information transfer among the 
federate plants [Chang and  Maskatsoris, 2001]. 
 
The generation of alternative production plans by 
simulation is based on the current state of the whole 
system and must be carried out ahead of time in 
order to make efficient production levels 
sustainable when dealing with local failures. A 
quick-response distributed simulation approach is 
thus needed to minimise the waste of production 
time [Bandinelli et al 2003]. A primary cause of 
waste, as far as distributed simulation time, is the 
inadequate timing of communication among 
simulators. Coarse-grained communication 
minimises the time spent on the transfer of 
information among simulators: however its 
effectiveness is limited by the synchronisation 
needs of the application. In fact, if the need for 
synchronization is not frequent and all the 
simulators have comparable computing loads in 
between synchronization times, the occurrence of 
asynchronous events may invalidate the 
computation for the entire interval and require it to 
be re-computed. This is the case of events that 
cannot be scheduled a priori, such as failure events 
in the application domain of industrial production. 
The adoption of optimistic techniques, such as 
Time Warp, is also time consuming (as non-useful 
computations are carried out and extra simulation 
time is needed to rollback the status and process 

anti-messages) and it is not applicable when using 
commercial simulators, which typically do not 
allow for checkpointing or saving and restoring 
their status.  
 
STRUCTURE OF THE APPROACH 
 
As mentioned in the previous sections, one of the 
issues concerning the correctness of the simulation 
results is the effectiveness of the simulated time 
advancement mechanisms. The occurrence of an 
event, possibly a critical one, within the scope of 
one simulator may not be recorded by the other 
federates for a long time, as the update of state 
variables specific to other federates is only possible 
when a given phase of the simulation is completed, 
and the corresponding data is shared among the 
different federates [Hwang, 1993]. Simulation 
phases are necessarily processed as batches that are 
executed in parallel by the different federates; after 
the completion of a phase, every federate is updated 
with the set of simulation results (produced by other 
federates) that were specified a-priori as relevant 
[Juhasz et al., 2003]. Waiting for the completion of 
a phase before checking for the occurrence of a 
critical event, which could invalidate the whole 
phase, is thus very time-consuming and must be 
avoided whenever the specific application makes 
the time spent on simulation as relevant as the 
actual simulation results in terms of effectiveness 
and performance impact on the real system 
[Gunasekaran et al. 2001]. In the context of 
industrial production this issue becomes important 
when dealing with remote production scheduling, 
especially if the control of production and 
scheduling are very closely linked. In such a 
context the re-scheduling of an existing production 
plan, as determined for instance by a rush order, is 
usually decided upon at the control level in the 
hierarchy of federates; however it cannot be 
communicated to the different federate plants until 
a status/parameter update is instantiated and 
established [Bandinelli et al. 2003]. 
 
When dealing with scheduling in a distributed 
simulation environment, independent of the type of 
simulator(s) and infrastructure, the architecture is 
relatively defined. At fairly short time intervals 
every single plant simulator/emulator needs to 
communicate with the scheduling system, which 
could be modelled using either a scheduling 
package or a simulator of its own. The approach 
considered in this research is based upon a 
distributed architecture using a RTI software tool 
for the purposes of information transfer. The HLA-
based RTI can implement two distinct time 
advancement mechanisms, the NextEvent and the 
TimeStepped paradigm, respectively. Both 
mechanisms assume that each simulation federate at 
any point in time is aware of the next event 
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requiring an information transfer to the other 
federates. Moreover, in a HLA federation, once a 
federate has communicated that it does not have 
information to exchange until a certain time, that 
time cannot be modified in any possible way. 
During the time period elapsing between one 
communication and the next one, each federate can 
advance in time, simulating the behaviour of either 
the plant or the scheduler, without any external 
exchange of information. This architecture does not 
reflect the reality of a production system, not even 
of a distributed one, where in contrast 
communication among production units or between 
each unit and the production management function 
may take place at any point in time without notice. 
 
Figure 1 illustrates an example time advancement 
step. Let us consider a federation including two 
federates only: one modelling the behaviour of the 
physical system (PS) and the other the behaviour of 
the control system (CS). It is assumed that the PS 
simulator clock is one time step ahead of the 
federation: that it is stopped while the CS simulator 
clock is advancing in time, and that it advances to 
the federation clock time, only when the CS 
simulator clock is stopped. It is also assumed that 
the time advancement mechanism is of the  
NextEvent type, and thus that the PS, whenever a 
local event occurs, sends a request to the RTI to 
advance to the corresponding time, thus enabling 
the CS to schedule for the next event. This way the 
time advancement is driven by the PS, which 
iteratively notifies the CS of the time when a 
significant event takes place and thereby forces the 
simulation to stop. These assumptions are 
arbitrarily made (the system could work the other 
way around as well) however they do not impose 
any limitations or additional constraints as far as the 
analysis is concerned. 
 
 

Rush/Fault
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PS
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Figure 1: Delay in information transfer 
 
On the other hand it is never possible that the clock 
of more than one federate simulator be ahead of the 
federation clock: if that was the case, the federates 
could not be re-aligned without violating the time-

advancement rules set in the RTI when the 
NextEvent paradigm is implemented. 
 
Based on figure 1, the PS simulator has reached 
time 7 and stops the local clock to both 
communicate its change in state to the CS and 
receive back information on how to carry out the 
current production plan. The CS, knowing the 
status of each order at time 7, updates and 
communicates the next production steps to the PS 
according to the new state of the plant. After this, 
while the CS clock is not advancing in time, the PS 
simulation is resumed until the time when another 
significant event takes place. In the figure this 
corresponds to time 8. Once the change in state 
occurred at time 8 has been communicated, the 
cycle is re-iterated. 
 
As indicated in the figure, it is possible that at time 
7.2 the CS receives a change order notification 
involving for instance the production of an 
additional, unplanned for, batch. This change 
involves the rescheduling of the entire production 
plan: however, due to the constraints of the 
architectural set up, the new production schedule 
cannot be communicated to the PS before time 8. 
 
It is apparent from the example that the simulation 
suffers from a communication delay of 0.8 time 
units, which does not reflect an actual delay in the 
real system. 
 
 
TIMING CRITICAL EVENTS 
 
The critical events that more strongly influence 
simulation performance because of delays in the 
transfer of the relevant information include machine 
failures recorded in one of the federate production 
plants, decisions on how to change the current 
production plan in response to machine failures (as 
the time needed to implement the change is not 
known a-priori), and quick production changes due 
to rush orders. Because such events are 
unprecedented they do not usually/necessarily 
overlap with other production milestones set for the 
federation as a whole, it may take a long time 
before the different federates become aware of such 
occurrences/variations. This research aims at 
implementing an effective fault prediction 
technique to enhance the performance of an existing 
federation for a specified production system. 
 
The application of the fault prediction technique 
should be as transparent as possible to the federate 
simulators in order best reuse the consolidated 
simulation infrastructure. For such purposes a 
methodology has been designed involving the 
introduction of an additional simulator in the 
federation to generate and schedule “Predicted 
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Failure” (PF) events. The introduction of these PF 
events causes the federation to synchronize the 
status of the simulators every time a PF event is 
scheduled: each PF event is to be generated right 
after (but as close as possible to) the time of a local 
failure occurrence in one of the federate simulators 
(“Simulated Failure” (SF) event), which would not 
typically cause synchronization. This mechanism 
effectively reduces the wasted computing time as 
long as the failure prediction technique is correctly 
implemented, and as long as the delay in FP event 
generation (“Predicted Failure Event Delay”, 
PFED) with respect to the corresponding PS event 
is suitably small. The proposed methodology 
consists of the following steps: 
 

1) Fault analysis for each plant and definition 
the probability distributions representing 
the failure rates of each plant component. 

 

2) Analysis and definition of the impact of a 
given plant’s failure on the productivity of 
other plants and thereby of the production 
system as a whole. 

 

3) Implementation of an additional federate 
simulator capable of generating PF events. 

 

4) Identification of the optimal PFED in 
relation to the overall simulation speed. 

5) Validation of the new federation. 
 

These steps and the corresponding input 
requirements for the implementation of the 
methodology are sketched in figure 2. 
In simple application cases the types of failure 
modes associated to the physical system and their 
secondary and tertiary impact on the productivity of 
the entire system are self evident, and can often be 
identified just by inspection. In more complex 
cases, though, thorough fault analysis techniques 
are required to carry out steps 1 and 2 of the 
proposed methodology. As part of this ongoing 
research several techniques are being explored for 
Failure Events Prediction. The first step (Fault 
analysis and component characterisation) can be 
approached using two different techniques. The first 
one is based on Fault Tree Analysis (FTA), 
commonly used both in academia and in the 
industry to obtain the overall fault characterisation 
of a system building from both the fault 
characterisation of its basic components and their 
architecture. In production applications, each of the 
manufacturing plants is first analysed as an 
independent subsystem in relation to all its possible 
configurations. Such a strategy offers all the 
advantages of a formal analysis technique but 
highly increases the complexity of the simulator 
and requires a significantly long and expensive 
upstream analysis. 
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Figure 2: The steps of the methodology and its data structure 
 

 
 
The second strategy to address the problem is based 
on AI techniques and specifically relies on the 
anticipatory capabilities of Artificial Neural 
Networks (ANNs). The networks, trained and tested 
on a large enough set of data, generated running the 
baseline  federation  and  recording  the actual times, 
types and location of failure occurrences, produces 
series of “next failure” events based on the detailed 

 
 
characterisation of the last failure and on the current 
status of the federate plants. Because the number of 
input parameters may easily become very large, as 
the complexity of the federation is increased, the 
implementation of this AI-based approach requires 
the development and training of multiple networks, 
ideally one for each federate simulator.
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The performance of this approach highly depends on 
the design of the network architecture and on the 
choice of learning algorithms, while its 
implementation is subject to a time-consuming 
phase of data sets generation for the training and 
testing of each individual network. The benefits of 
this approach lie in its modularity: changes in one of 
the federate plants only affect the relevant ANN, 
which can be separately re-trained, while all the 
other ANNs are entirely re-usable. The second step 
addresses the impact of inter-system model 
dependencies at the production level. The approach 
based on FTA techniques follows the basic steps 
illustrated in the previous section. An ANN-based 
approach is still applicable but quite impractical as 
far as its implementation because the patterns of 
failure/plant reconfiguration are too numerous even 
when considering rather simple plant federations, 
thus making the training and testing phases both 
time consuming and possibly ineffective.  
 
The third step consists in the design of an additional 
simulator (Fault Simulator, FS) in charge of 
evaluating the current status of all the federates and 
the current production plan. Based on this 
information, the simulator determines the expected 
failure modes of the system and generates the 
corresponding PF events. A block descriptor of the 
additional simulator is sketched in figure 2. The 
figure represents the simulation control for the 
federation, the existing simulators (bundled together 
as a single block because of their substantial 
homogeneity) and the flow of required information 
as they are exchanged between blocks. The whole 
process, as also visible in figure 2, takes as input 
production plan information as well as system fault 
data.  
 
The FS is designed as a state machine: the internal 
state of this simulator is determined by the actual 
failure characteristics of the real plant in its current 
production configuration; its input is the system 
status (including the production plan), and its output 
is the set of PF events. simulation engine used for 

the other federates or, HLA-compliance provides 
great advantages during the implementation phase of 
this simulator: this new simulator can either be built 
using the same alternatively, it can be built from 
scratch in compliance with the federation standard.  
 
The second solution allows for increased flexibility 
at the cost of explicit management of HLA 
compliant communications. A suitable approach for 
the fourth step is heuristic in nature and based on 
statistical inference. In each federate simulator the 
representation of machine failures relies on the 
random extractions of punctual values from the 
corresponding MTBF (Mean Time Between 
Failures) distributions. A possible approach for the 
generation of failure events at the federation level 
involves the isolation of the machines that are 
critical to the production process (e.g. those that 
have blocking consequences for the entire 
production line): for each one of such machines, 
multiple (typically 10 to 20) extractions are 
performed and averaged at time t0. The machine 
characterized by the smallest average MTBF0 is the 
first one to fail at time t1 obtained subtracting from 
the average a fraction of the corresponding standard 
deviation (of the order of 50%). The same procedure 
is iterated starting from time t1 until the desired 
simulation horizon is covered. The generic 
expression for time ti+1 is ti+1 = ti + (MTBF)i - σi, 
where (MTBF)i = min (avg_MTBF1… 
avg_MTBFN), N = number of critical machines in 
the federation, σi =  standard deviation 
corresponding to (MTBF)i. A variation, which is 
faster to implement but less accurate, is that of 
choosing a fixed time interval between expected 
failures equal to the smallest mean of the MTBF 
distributions associated to the critical machines.  
 
The fifth step can be implemented based on well-
established VV&A techniques [Sargent, 1999] using 
data obtained from the real plant as a reference, 
while the performance benefits of the new 
simulation system can be assessed with respect to 
the baseline federation. 
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Figure 3: Block diagram of the additional simulator 
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EXAMPLE APPLICATION 
 
In order to test the methodology a simple application 
case was designed to analyse the impact of the 
predicted failure approach on the time-performance 
of the baseline federation. The application context, 
or in other words the physical system, is a flexible 
manufacturing plant consisting of eight work 
centres, two for each type of operation/machining 
job. The modelling of machine failure events 
associated to each work centre is based on the 
MTBF and MTTR probability distributions of each 
machine. Random extractions out of each MTBF 
distribution, according to the procedure illustrated as 
step 4 of the methodology illustrated in the third 
section, concur to determine the time of the next 
failure event to be scheduled at the control level.  
 
The performance measure used to compare the time-
performance of the new, improved federation to that 
of the baseline federation is the ratio between the 
respective communication delays taken as averages 
over the simulated production time.  
 
In order to account for the variability of the 
measured time delays, a 95% confidence interval 
was set around the measured average and using its 
lower and upper bound as reference, a range of 
percentage waste reduction was obtained. The 
application of the proposed methodology to the 
industrial case described above leads to a reduction 
of wasted simulated time in the range of 
approximately 28-35%. Wasted time due to delays 
in information transfer is tightly coupled both to the 
topology of the plant and to the characteristics of the 
production plan.  
 
INDUSTRIAL APPLICATION 
 
The methodology was further applied to the remote 
scheduling of an actual production system to study 
how the measured time-performance benefits 
influence the productivity of the physical system. 
Ultimately, time-performance improvements at the 
simulation level can only be useful if they have 
measurable effects on production performance.  
 
The study presented in this section is based on the 
activities of an Italian company that produces 
railways switch point assemblies both for the 
national railway network and for industrial users 
[Bandinelli et al., 2004]. Their production is both for 
own installation and for installation by third parties. 
For this application a distributed scheduling and 
simulation architecture was devised so that the 
scheduler could be physically located in the 
proximity of the decisional centre, while the 
simulators would be based near the production 

system. In this design the simulation and scheduling 
modules are federates of a same HLA-RTI 
architecture. Based on the current production 
parameters and on the current progress of 
installation, the scheduler decides whether to 
produce an assembly for third party or own 
installation considering the relative due dates and 
production times.  
 
The simulation models for the production and 
installation of the assemblies were developed using 
the ARENA 7.0 simulation package, while the 
scheduler was developed outside the ARENA 
environment to keep its development and 
maintenance independent. The production process 
typically starts from standard twelve-metre long rail 
segments and involves the following steps: cutting, 
drilling, bending, upper and lower surface planning. 
The deviation angle is then checked and possible re-
bending may be required prior to the final assembly 
stage. A preliminary set of simulation experiments 
led to the identification of the critical machines: the 
planning and drilling machines were isolated as 
critical and their MTBF distributions were used as 
references for the generation of PF events. 
Specifically the timing of each PF event was based 
on the average of twenty random extractions for 
each MTBF distribution. The shorter average time 
was then corrected adding a fraction (0.4 in this 
case) of the standard deviation. Because the average 
communication delay is tightly coupled to this 
fraction, its value was experimentally determined by 
means of simulation so as to minimise delays 
[Bandinelli et al., 2004]. The federation 
synchronisation times were then customised 
according to these process statistics and comparative 
experiments were conducted to measure possible 
production performance improvements over the 
standard approach.  
 
The performance measures tracked during the 
experimental phase include the percentage of on-
time deliveries and the cumulative delays in late 
deliveries over a period of 57 months. Based on the 
simulation results the percentage of on-time 
deliveries increases by 40% and that the cumulative 
delay on late deliveries is simultaneously reduced by 
28% [Bandinelli et al., 2004]. These measures show 
that, due to a more effective communication among 
federates, production scheduling becomes more 
responsive to the local evolution of the process and 
production performance is improved. 
 
FURTHER DEVELOPMENTS 
 
When dealing with complex production system, such 
as multi-level supply chains, local failures may 
significantly impact the productivity of the 



R. BANDINELLI et al.: ANTICIPATING CRITICAL EVENTS 

I.J. of SIMULATION Vol. 5 No 1-2                                                        ISSN 1473-804x online, 1473-8031 print 7

coordinated production units. The authors are 
currently involved in the implementation of a system 
to assist the global rescheduling of production 
around local failures, based on the identification of 
failure patterns. The system uses Artificial 
Intelligence (AI) techniques based on Artificial 
Neural Networks (ANNs) to anticipate the 
consequences of possible failure modes for each 
federate plant.  
 
The structure of the ANN system was conceived to 
be modular so that each ANN unit could track the 
failure characteristics of one of the coordinated 
plants. This approach appears to be especially 
efficient because the number of parameters 
determining the characteristics of the next failure 
pattern can become significantly large as the 
complexity of the production system is increased. 
This way the design is simpler and re-usable across 
ANN units, and network training becomes less time 
consuming due to smaller and more specific data 
sets. In addition, modularity makes the maintenance 
and the upgrade of the system much more flexible: 
for instance, if either the design or the operation of 
one of the production units is changed, only the 
relevant ANN module needs to be re-design or re-
trained, without significant impacts on the others.  
 
When relating local failures to the performance of 
the main production process, for instance a main 
assembly process, the system aims at establishing 
the entity and the duration of the impact. The entity 
of the impact is measured as the reduced production 
capacity, expressed for instance as a percentage of 
the full capacity. Input to the relevant ANN module 
include the identifier of the component that is next 
due to fail, the current stock level and stage of 
assembly at the main production site. A prototype 
ANN design has been implemented and tested in 
application to a portion of the supply chain relevant 
to the production of commercial aircrafts.  
 
The design of the individual ANN units for this 
application was based upon prior experience 
[Bruzzone and Orsoni, 2003] and examples from the 
literature [Fahlman, 1998]. A basic feed-forward, 
fully connected architecture including two layers of 
hidden neurons (9,5) and a fast learning algorithm 
(Back Propagation) were chosen for this prototype 
design. An existing federation of simulation models 
provided the training as well as the test data sets for 
the ANN system. These included approximately 100 
records of failure events for each of the federate 
production plants. The ANN system will work with 
the distributed simulation and scheduling tool as 
follows: whenever a failure is recorded in one of the 
federate plants the relevant ANN module produces 
measures of its impact and feeds this information to 
the scheduler so that the production plan can be 
promptly adjusted to maintain resources utilisation 

and throughput as efficient as possible throughout 
the entire production system. The performance of 
this solution will be tested comparing the total value 
of production over a simulated production period, 
with and without the support of the ANN system, 
respectively. 
 
CONCLUSION  
 
This paper presented a methodology to enhance the 
time-performance of federate simulations in 
industrial scheduling applications. The methodology 
exploits the available knowledge on the failure 
characteristics of the production system to reduce 
communication delays among simulation federates.  
 
Test results on an industrial case show a relative 
improvement in the runtime performance of the 
federation, as well as in the productivity of the 
physical system. Ongoing studies are addressing the 
further characterisation of predicted failure events 
into patterns of predicted failures reflecting the 
impact of local failures on the productivity of the 
coordinated production units. Artificial intelligence 
techniques based on neural networks are being 
examined as possible means for capturing these 
dependencies. 
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