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Abstract: In this paper we have proposed an evolutionary algorithm to induct fuzzy classification rules. The 
algorithm uses an ant colony optimization based local searcher to improve the quality of final fuzzy classification 
system. The proposed algorithm is performed on Intrusion Detection as a high-dimensional classification problem. 
Results show that the implemented evolutionary ACO-Based algorithm is capable of producing a reliable fuzzy rule-
based classifier for intrusion detection. 
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1. INTRODUCTION 
Intrusions into computer systems have caused many 
quality and reliability problems with those systems. 
Furthermore, the number of intrusions into computer 
systems grows rapidly because new automated 
hacking tools appear each day, and these tools along 
with various system vulnerability information are 
easily available on the web. The problem of intrusion 
detection is studied extensively in computer security 
[1] - [4], and has received a lot of attention in machine 
learning and data mining [5, 6]. Intrusion Detection 
Systems (IDSs) generally takes one of two 
approaches: anomaly detection, and signature 
recognition. Signature recognition techniques store 
patterns of intrusion signatures, and compare those 
patterns with the observed activities for a match to 
detect an intrusion. Signature recognition techniques 
are used in most existing intrusion detection systems, 
commercial or freeware. Anomaly detection 
techniques identify an intrusion when the observed 
activities in computer systems demonstrate a large 
deviation from the norm profile built on long-term 
normal activities. The goal of this paper is to evolve a 
classification system capable of detecting known 
intrusions into a computer network. Hence, our goal is 
to develop a signature recognition system. The 
technique, which we have used to detect intrusion in a 
computer network, is based on fuzzy genetic learning. 
Genetic algorithms (GA’s) are search algorithms that 
use operations found in natural genetic to guide the 
journey through a search space. GA’s have been 
theoretically and empirically proven to provide robust 
search capabilities in complex spaces offering a valid 
approach to problems requiring efficient and effective 

searching. One of the interesting applications of GA’s 
is in pattern classification problems in which our goal 
is to develop a classifier capable of dealing with 
different classes of a specific problem. Genetic 
algorithms [7] have been used as rule generation and 
optimization tools in the design of fuzzy rule based 
systems [8-13]. Those GA-based studies on the design 
of fuzzy rule-based systems are usually referred to as 
fuzzy genetics-based machine learning methods (fuzzy 
GBML methods), each of which can be classified into 
the Michigan, Pittsburgh or Iterative Rule Learning 
(IRL) approaches [14]. Some studies are categorized 
as the Michigan approach [12, 13] where a single 
fuzzy if–then rule is coded as an individual. In 
Pittsburgh approach, a set of fuzzy if–then rules is 
coded as an individual [15] - [17]. In the third 
approach, the iterative one, chromosomes code 
individual rules, and a new rule is adapted and added 
to the rule set, in an iterative fashion, in every run of 
the GA [24]. In this paper, we have extended our 
previous Michigan-based intrusion detection algorithm 
from a problem with two classes [18] to a five class 
classification problem. To accomplish this purpose we 
have used a hybrid genetic algorithm, which is boosted 
with an ant colony optimization heuristic. This 
heuristic is capable of increasing the searching power 
of the main evolutionary algorithm. The ACO 
heuristic is combined to the evolutionary algorithm in 
the form of a local search step. In other words, we 
have improved the global search capability of the 
evolutionary algorithm by adding a local search step to 
its main structure. The proposed approach has been 
tested using the public KDD CUP’99 intrusion 
detection data set available at the University of 
California, Irvine web site [19]. 



MOHAMMAD SANIEE ABADEH et. al: INDUCTION OF FUZZY CLASSIFICATION SYSTEMS 

IJSSST, Vol. 9, No. 3, September 2008                                                            ISSN: 1473-804x online, 1473-8031 print 2

The rest of the paper is as follows: Section 2 is 
dedicated to related works in the field of intrusion 
detection. Induction of fuzzy-rule-based classifiers 
using a Michigan based evolutionary algorithm is 
introduced in Section 3. Section 4 describes the 
presented heuristic local search, which is based on Ant 
Colony Optimization approach. Experimental results 
are reported in Section 5. Section 6 is conclusions. 

 
 

2. RELATED WORKS 
There are several approaches for solving intrusion 
detection problems. Lee built an intrusion detection 
model using association rule and frequent episode 
techniques on system audit data [25]. 

Neural networks have been extensively used to 
detect both misuse and anomalous patterns [26]-[30]. 
An n-layer network is constructed and abstract 
commands are defined in terms of sequence of 
information units, the input to the neural in the training 
data.  

Each command is considered with pre-defined w 
commands together to predict the next coming 
command expected from the user. After training, the 
system has the profile of the user. At the testing step, 
the anomaly is said to occur as the user deviates from 
the expected behavior [31, 32]. Short sequences of 
system calls carry out the prediction process. In this 
system, Hamming distance comparison with a 
threshold is used to discriminate the normal sequence 
from the abnormal sequence [33, 34]. 

Some recent researches have utilized Artificial 
Immune Systems to detect intrusive behaviors in a 
computer network [35]-[37].  

Some other applied techniques on intrusion 
detection problem are genetic algorithms [18, 24], 
Bayesian parameter estimation [38] and clustering 
[39]-[43]. 

The main contribution of this paper is hybridizing 
evolutionary algorithms with Ant Colony Optimization 
meta-heuristic for intrusion detection. In the next 
section, we will discuss about the details of the 
proposed hybrid algorithm.  

 
 

3. PROPOSED ALGORITHM 
First, let us explain about the method of coding fuzzy 
rules, which is used in this paper. Each fuzzy if-then 
rule is coded as a string. The following symbols are 
used for denoting the five linguistic values (Fig. 1): 
small ( 1A ), medium small ( 2A ), medium ( 3A ), 
medium large ( 4A ) and large ( 5A ). For example, the 
following fuzzy if-then rule is coded as 

3 2 5 1( , , , ), ,j jA A A A C CF : If 1x  is medium and 2x  

is medium small and 3x  is large and 4x is small then 

Class jC with jCFCF = . Outline of the proposed 

Michigan approach based IDS algorithm is as follows: 
Step 1: Generate an initial population of fuzzy if–then 
rules. (Initialization) 
Step 2: Generate new fuzzy if–then rules by genetic 
operations. (Generation) 
Step 3: Each individual can live according to its age 
number. The procedure that accomplishes this lifetime 
is based on a ACO heuristic algorithm.  (ACO-Based 
Local Search) 
Step 4: Replace a part of the current population with 
the newly generated rules. (Replacement) 
Step 5: Terminate the algorithm if a stopping condition 
is satisfied, otherwise return to Step 2. (Internal 
termination test) 
Step 6: Save the best individuals of the resulted 
population. Terminate the whole algorithm if a 
maximum number of iterations is satisfied. Otherwise, 
go to step 1. 
This section will discuss about each of the above steps 
in detail. 
 

 

 
Figure 1: Membership functions of five linguistic 
values (S: small, MS: medium small, M: medium, 
ML: medium large, L: large). 

 
 

3.1. Introduction: Let us denote the number of fuzzy 
if-then rules in the population by popN . To produce 

an initial population, popN  fuzzy if-then rules are 

generated according to a random pattern in the train 
dataset [12]. The proposed evolutionary fuzzy system 
(EFS) is considered for each of the classes of the 
classification problem separately. One of the important 
benefits of this separation is that the learning system 
can focus on each of the classes of the classification 
problem. According to this fact, the mentioned random 
pattern is extracted according to the patterns of the 
training dataset, which their consequent class is the 
same as the class that the algorithm works on. Next, 
for this random pattern, we determine the most 
compatible combination of antecedent fuzzy sets using 
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only the five linguistic values (Figure. 1). The 
compatibility of antecedent fuzzy rules with the 
random pattern is calculated by equation (1). 

 
),(...)()( 1 pnjnpjpj xxx µµµ ××= (1) 

1,2,. . .,p m= 
 

where (.)
jiAµ  is the membership function of jiA  

and m is the total number of training patterns.  
After generating each fuzzy if-then rule, the 

consequent class of this rule is determined according 
to (2).  

 
{ }.)(,...),(max)( 1ˆ jcClassjClassjhClass RRR

j
βββ = (2) 

 
where, 
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where )( jhClass Rβ is the average of the 

compatibility grades of the training patterns in Class h 
with the fuzzy if–then rule jR and hClassN is the 
number of training patterns which their corresponding 
class is hClass . Each of the fuzzy rules in the final 
classification has a certainty grade, which denotes the 
strength of that fuzzy rule. This number is calculated 
according to (4). 
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When a rule set S  is given, an input pattern 

),...,,( 21 pnppp xxxx =  is classified by a single winner 

rule jR  in S , which is determined as follows: 
 

{ }ˆ ˆ( ) . max ( ) . |p j p j jj j
x CF x CF R Sµ µ= ∈ (6

) 
 
That is, the winner rule has the maximum product 

of the compatibility and the certainty grade jCF . The 
classification is rejected if no fuzzy if–then rule is 
compatible with the input pattern px  (i.e., 

0)( =pj xµ  for )SR j ∈∀ . The generation of each 
fuzzy rule is accepted only if its consequent class is 
the same as its corresponding random pattern class. 
Otherwise, the generated fuzzy rule is rejected and the 
rule generation process is repeated.  After generation 
of popN  fuzzy if-then rules, the fitness value of each 
rule is evaluated by classifying all the given training 
patterns using the set of fuzzy if–then rules in the 
current population. The fitness value of the fuzzy if–
then rule is evaluated by the following fitness 
function: 

 
)()( jj RNCPRfitness = (7) 

 
where, )( jRNCP  denotes the number of correctly 

classified training patterns by rule jR . [12] 
 

3.2. Generation: A pair of fuzzy if-then rules is 
selected from the current population to generate new 
fuzzy if-then rules for the next population. Each fuzzy 
if-then rule in the current population is selected by the 
tournament selection procedure (the size of the 
tournament is 3 in the experiments of this paper). A 
crossover operation is applied to a selected random 
pair of fuzzy if–then rules with a pre-specified 
crossover probability. Note that the selected 
individuals for crossover operation should be different. 
In computer simulations of this paper, we used the 
one-point crossover. After performing the crossover 
operation, consequent classes of the generated 
individuals are determined. If these classes are the 
same as their parent classes then the generated 
individuals are accepted, otherwise the crossover 
operation is repeated until a pre-specified iteration 
number for each individual that its consequent class is 
not the same as its parents. We call this 
number repeatX . With a pre-specified mutation 
probability, each antecedent fuzzy set of fuzzy if–then 
rules is randomly replaced with a different antecedent 
fuzzy set after the crossover operation. After 
performing the mutation operation, consequent class 
of the mutated individual is determined. If the result 
class is the same as the class of the individual before 
the mutation operation, the mutated individual is 
accepted; otherwise, the mutation operation is repeated 
until a pre-specified iteration number. We call this 
number repeatM .  The above procedure is iterated until 
a pre-specified number of pairs of fuzzy if-then rules 
are generated. 

 
3.3. Local Search: In order to improve the 
classification rate of the population, we consider a 
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lifetime for each individual of the current population. 
We simulate this lifetime using a local search 
algorithm, which is based on an Ant Colony 
Optimization heuristic. Before describing the details of 
the ACO-based local search procedure, which will be 
done in section 4, it is essential to introduce the 
concept of age for each individual. An individual can 
search its neighborhood (or can live) according to its 
age. The age of each individual depends on its fitness. 
In other words, fitter individuals have greater age or 
opportunity to live. This rule is based on the concept 
of “survival of the fittest” [7]. To accomplish this idea 
we determine the age of each individual using 
equation (8). 

 

hClass

j
agej N

Rfitness
wRAge

)(
)( = (8) 

 
where, agew denotes a weight which depends on 

the CPU speed of the computer that the algorithm runs 
on (The faster the CPU the lower the agew ). Note that 
the division in the equation is for normalizing the 
fitness of jR . According to equation (8), each 
individual can live and improves its quality (fitness) as 
much as its age number determines. The unit of age 
number is in milliseconds. 

 
3.4. Replacement: A pre-specified number of fuzzy 
if–then rules in the current population are replaced 
with the newly generated rules. In our fuzzy classifier 
system, repRP  percent of the worst rules with the 
smallest fitness values are removed from the current 
population and (100 - repRP ) percent of the newly 
generated fuzzy if–then rules are added.  

 
3.5. Termination Tests: We can use any stopping 
condition for terminating the internal cycle of the 
Michigan based fuzzy classification algorithm. In 
computer simulations of this paper, we used the total 
number of generations as a stopping condition. Fuzzy 
rules of the final population that their fitness is not 
zero are stored in the Fuzzy Rule Pool (FRP). This 
pool is updated until a pre-specified number of 
iterations for the external cycle of the evolutionary 
ACO-Based algorithm. 
 
 
4. ACO-BASED LOCAL SEARCH 
ACO was developed by Dorigo et al. [21] based on the 
fact that ants are able to find the shortest route 
between their nest and a source of food. This is done 

using pheromone trails, which ants deposit whenever 
they travel, as a form of indirect communication. The 
main originality of this paper is the introduction of a 
heuristic local search algorithm, which is inspired 
from the life of real ants. In other words, we have used 
ACO as a cooperative learning algorithm in the 
structure of the main Michigan based evolutionary 
fuzzy rule learning system. As we have mentioned in 
the previous section, each individual in the population 
of the main evolutionary algorithm has an age, which 
determines its time of living. Since we have mimicked 
the rule of life in a colony of ants, it is possible to say 
that the age number indicates the whole colony 
surviving time for improving the quality of current 
fuzzy rule. The pseudo-code of the ACO-Based Local 
Search algorithm is presented in figure 2. Note that the 
input of this algorithm is a fuzzy rule and the output is 
an improved version of that fuzzy rule. The 
improvement is accomplished by some modifications 
(local search) to the current (input) fuzzy rule. The 
algorithm is capable of searching for the best 
modification according to the lifetime (age) of the 
current fuzzy rule. According to figure 2, in each step 
the algorithm performs K changes to the current 
(input) fuzzy rule. For each K value, a complete ACO 
process is done with a specific number of ants. The 
desirability of each ants for changing the i th 
antecedent of current rule CR  to jA  is given by (9). 
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In this equation τ is the pheromone and η  is a 
heuristic probability, which is determined according to 
equations (10) to (12). 
 

∑
=

=
5

1

),(

),(
),,(

v
v

j
jC

AiN

AiN
AiRη

 

(10) 

∑
=

=
m

p
jpj AinAiN

1

),(),(
 

(11) 

{ }
⎪⎩

⎪
⎨
⎧

== =
otherwise

xxAin piApiA
vjp jv

0

)()(maxarg1),( 1

5
µµ

 
(12) 



MOHAMMAD SANIEE ABADEH et. al: INDUCTION OF FUZZY CLASSIFICATION SYSTEMS 

IJSSST, Vol. 9, No. 3, September 2008                                                            ISSN: 1473-804x online, 1473-8031 print 5

 
 

Initialize the pheromone trails and parameters; 
For K=1 to maximum rule length  // Performing K changes to the fuzzy rule 
   While maximum number of iterations or best-rule-change converged 
      For a=1 to number of ants   
         For i=1to K 
            Randomly change an antecedent part of the fuzzy rule to a linguistic value with  maximum 

desirability; 
            Performing local pheromone updating; 
         End-For i;  
         Saving rule-change as the single ant searching result; 
      End-For a; 
      Performing global pheromone updating; 
      Saving best-rule-change as the whole ants searching result; 
   End-While; 
End-For K; 
 
 

Figure 2: Pseudo-code for the ACO-Based Local Search algorithm 
 

 
 
According to this heuristic, the most probable 
linguistic value for a specific antecedent part of the 
fuzzy rule is computed. Note that this computation is 
based on the train data of the current class, which the 
main evolutionary algorithm works on (the 
evolutionary algorithm performs for each of the 
classes of the classification problem separately). After 
performing any single change, an ant accomplishes a 
local pheromone updating according to equation (13). 
 

)),,(),,((.),,(),,( jCjCjCjC AiRAiRAiRAiR ττρττ ∆−−← 
(13) 

 
where 10 << ρ  is the local pheromone decay 

parameter, and 0),,( ττ =∆ jC AiR  where 0τ  is the 
initial pheromone level. When all of the ants perform 
their search, the global pheromone updating performs 
according to equation (14). 

  
),,(.),,(.)1(),,( jCjCjC AiRAiRAiR τατατ ∆+−←

 

(14) 
 
where,  
 

hClass

N
jC N

Rfitness
AiR

)(
),,( =∆τ

 
(15) 

 
0 1α< <  is the global pheromone decay parameter, 
and NR  stands for the new rule which is obtained 

after modifying ith antecedent part of current rule CR  

to jA . The result of local search algorithm will be the 

best change to the current (input) fuzzy rule. Here the 
best means a fuzzy rule with maximum fitness 
according to equation (7). 
 
 
5. EXPERIMENTAL RESULTS 
Experiments were carried out on a subset of the 
database created by DARPA in the framework of the 
1998 Intrusion Detection Evaluation Program [21]. 
We used the subset that was pre-processed by the 
Columbia University and distributed as part of the UCI 
KDD Archive [19]. 
 
 

Table 1: Parameters specification in computer simulations 

Parameter Value 

population size ( popN ) 20 

crossover probability ( cP ) 0.9 

mutation probability ( mP ) 0.1 

age weight parameter ( agew ) 10000 

number of ants ( antN ) 50 

global pheromone decay (α ) 0.02 

local pheromone decay ( ρ ) 0.02 

replacement percentage ( repP ) 20 

stopping condition of the internal algorithm cycle 100 

stopping condition of the external algorithm cycle 4 
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Table 2: Comparison of some algorithms 

 CLASS 

Algorithm NORMAL U2R R2L DOS PRB 

Hybrid EFS 98.5 76.3 89 98.5 82.5 

Simple EFS 99.2 44 79.4 92.9 68.2 

C4.5 [44] 95.9 21.1 30.2 97.1 76.3 

NB [45] 94.2 25 5.4 79.4 90.4 

5-NN [46] 96.3 25.4 3.8 96.7 87.5 

SVM [47, 48] 96.2 17.1 3.8 82.7 87.3 

EFRID [6] 92.78 88.13 7.41 98.91 50.35 

Winner Entry 
[22] 94.5 13.2 8.4 97.1 83.3 

 
 
This section will compare the performance of the 

proposed hybrid evolutionary fuzzy system with other 
classification methods for the intrusion detection case 
study. Table 1 presents parameter settings for the ACO-
Based Evolutionary Fuzzy System, which is used in 
this paper. The classification accuracies of hybrid and 
simple evolutionary fuzzy systems are shown in Table 
2 along with the classification rates achieved by the 
some other algorithms.  

 
 

Table 3: Performance comparison 

Algorithm Detection Rate False Alarm Rate 

Hybrid EFS 95.5 0.001831 

Simple EFS 95.5 0.00341 

C4.5 94.7 6.5 

NB 91.1 3.4 

5-NN 91.4 4.5 

SVM 91.3 6.7 

EFRID 98.15 7.0 

RIPPER-Artificial 
Anomalies 94.26 2.02 

 
 
 
Although the evolutionary fuzzy systems use 

smaller percent of the original intrusion dataset, the 
classification accuracies of them are competitive to 
other classification algorithms. Moreover the hybrid 
evolutionary system that uses the proposed ACO-Based 
Local Search procedure outperforms the simple 
evolutionary fuzzy system (here simple means without 
local search step). The Detection and False Alarm rates 
for the evolved fuzzy classifier systems are compared 

with that of several classification methods (RIPPER 
algorithm [23] is added) in Table 3. According to Table 
3, it is clear that using the evolved fuzzy classifiers, 
resulted in a more reliable Intrusion Detection Systems 
since the false alarm rate decreases significantly. This 
feature is so critical for a security system, because false 
alarms might deteriorate the reliability and performance 
of the Intrusion Detection System. However, the price 
of achieving such a low false alarm rate is the 
decrement of Detection Rate in our proposed genetic 
fuzzy systems. 

 
 

6. CONCLUSION 
In this paper, a novel ACO-Based Local Search 
procedure is introduced. The proposed local search 
procedure is used in the structure of a Michigan based 
evolutionary fuzzy system. The capability of the 
resulted hybrid fuzzy system is investigated according 
to the intrusion detection classification problem. 
Computer simulations on DARPA datasets 
demonstrate high performance of ACO-Based 
evolutionary fuzzy system for intrusion detection.  Our 
future work is to consider the comprehensibility of the 
final detection system as another objective for our 
classification problem. To accomplish this objective 
we should minimize number of antecedents of each 
fuzzy rule while maximizing the classification rate of 
it. 
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