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Abstract — Crowd scene detection and crowd region location are important for public safety monitoring, because crowds often lead to emergency situations. A challenge is to judge high density crowd scenes which contain complex background and some non-crowd regions, such as trees, buildings, etc. This paper presents a novel detection approach for high density crowd scenes and crowd regions in still images. First, two important features which include Local Binary Pattern (LBP) and GIST are chosen and fused, whose principal components are extracted in advance before constructing a new feature vector. Then, crowd scenes are detected by Support Vector Machines (SVM) based on the fused features. Further, considering the orientation distribution difference between crowd and non-crowd regions, we use Gabor filter to enhance crowd regions, and remove non-crowd regions from detailed crowd regions. Experimental results demonstrate that the proposed detection approach is feasible and effective in variable conditions.
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I. INTRODUCTION

Nowadays, crowd phenomenon is very common with the increasing of human population, especially in public areas, such as commercial buildings, markets, and stadiums, etc. In recent years there are often some emergencies and incidents due to the high density gathering in crowd scenes. Therefore, it is important to enhance the safety monitoring and many governments invest plenty of funds to monitor crowd scenes by means of video surveillance. More and more researchers analyze the crowd scenes by computer vision and pattern recognition techniques.

In recent years, with the popularization of the smart phones, still images which are often emerging in many fields (e.g., social network) are gradually an important data source besides videos. However, video surveillance and computer vision solutions are not completely applicable to still images which are prevalent and can be found in all kinds of social network, such as Facebook, Friendster, etc. For this reason, this paper works on how to judge and recognize the crowd scenes and estimate the crowd density effectively based on still images. In fact, the crowd scene detection by still images is difficult because there is no relational information between neighboring frames unlike videos.

A. Related Work

Crowd scenes detection and crowd density estimation have been paid plenty of attention in recent years. There are really strong relationships between the two issues. Recently there are many documents published in the field of crowd density estimation. Generally, the approaches of crowd density estimation can be divided into two classes, one is human detection based, and the other is feature analysis based. The first approaches count the number of people by means of segmenting and recognizing single person. For instance, head detector [1]. However, it is difficult to count the result because of complex background and occlusion conditions, especially in high dense crowd scenes. Gall proposed a Hough forest framework to recognize the action and track the people, which is robust to partial occlusions to some extent [2]. The second approaches analyze the crowd scenes by extracting several local and holistic features of crowd scenes. For instance, Hussain et al. presented a pixel-based crowd density estimation approach [3], however, high occlusion often leads to missed and false detection cases. Lots of researchers have paid high attention to texture based methods, and many texture features can be used to analyze and estimate crowd density, such as, Grey Level Dependence Matrices[4], Gabor filter[5], Local binary patterns[6][7], corner point based methods[8][9].

In terms of proposed literatures, most of the existing approaches analyze and estimate the people number based on low and medium density crowd scenes, but they are not suitable to high density crowd cases due to severe occlusion. In addition, some documents really consider the extreme crowd scenes, however their algorithms require video frames as input data and not appropriate for still images [5,10-13].

Some algorithms proposed estimate crowd density by establishing association between local features and estimation results, in still images of high density even extremely dense crowd scenes[14][15]. However, there are
really many differences between crowd scenes detection and crowd density estimation.

Another problem is how to detect the crowd regions in the crowd scene images. It's necessary to remove the non-crowd areas which often disturb the precision of estimation and analysis for entire still image. As Figure 1, image a) is complete full with crowd, but image b) contains some non-crowd regions in the upper region.

B. Overview of Our Approach and Contributions

For high density crowd case, especially extremely dense crowd scene images, many exiting techniques such as, directly detecting heads, are not reliable to provide good count results because of occlusion. This paper proposes a detection algorithm for high dense crowd scenes in still images. The framework of our approach is shown as Figure 2.

Our contributions are presented in two folds.

1) A contribution in this paper is the construction of a novel feature based on local feature and holistic feature. Aim to all kinds of scenes, including crowd scenes, this paper can judge crowd scenes, and classify them based on their human population density in the still images using the new feature vector. We choose LBP and GIST because of their good describing ability for image texture.

2) Another contribution in this paper is that removing the non-crowd regions in entire still images using Gabor filter and locating the crowd regions. It is difficult to judge high dense crowd scene that may include some non-crowd areas, such as trees, buildings, etc. Many existing methods judge crowd areas by means of dividing the entire image into many blocks and judges the blocks respectively based on classifiers, which may be low effective. Although Ref.[5] adopted Gabor filter in estimation of crowd density, it did not consider removing the non-crowd regions based on the characteristics of high dense crowd regions.

The rest of the paper is organized as follows. Section II presents the method of a new feature construction. Section III introduces crowd scene detection and crowd regions locating. Section IV shows experimental results and demonstrates the accuracy of the proposed approach. Section V includes conclusions and prospects for future research.

II. FEATURE VECTOR CONSTRUCTION

Color is often not a stable feature for scene detection, for example, different scenes can result in similar color histogram. Scenes can also be rapidly recognized without color feature, so does shape feature. Therefore, this paper omits color and shape feature in our experiments and focuses on texture as main basis for crowd scene detection.

A. Local Binary Patterns

Local binary patterns (LBP) [16] is a kind of texture descriptor used for classification in pattern recognition which was first described in 1994. The LBP feature vector is created in the following steps:

Firstly, divide the entire image region into several cells(for example, 8×8 pixels for each cell). For each pixel in a cell, compare its value to each of its eight neighbors respectively. Then follow the pixels along a circle sequence (i.e. counter-clockwise or clockwise), the result is “0” if the neighbor’s value is smaller than the center pixel value, otherwise the result is “1”, as Figure 3. After traversing all the neighbors, an 8-digit binary number can be obtained. In addition, the LBP value can calculated by Formula(1) and (2).

\[
LBP(x_c, y_c) = \sum_{p=0}^{N-1} 2^p s(g_p - g_c)
\]  

(1)
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\[ s(x) = \begin{cases} 
1, & \text{if} \ (x \geq 0) \\
0, & \text{else} 
\end{cases} \quad (2) \]

Where, \((x_c, y_c)\) is the center pixel in a cell, and \(N\) is the number of neighbor pixels. \(g_c\) is the pixel value of center pixel, and \(g_p\) is pixel value of neighbor pixels.

![Figure 3. LBP Feature (left figure is original image pixel value, and right figure is LBP value).](image)

Some improved circular LBP operators whose radius can be changed are shown as Figure 4.

![Figure 4. Circular LBP Operators](image)

To obtain rotation invariance, it is feasible to get the minimum value of different patterns after rotation, as Figure 5.

![Figure 5. LBP Rotation Invariant Patterns](image)

Then, the histogram is calculated, which counts the frequency of each "number" occurring in the cell. In fact, the histogram can be seen as a feature vector with 256 dimensions. Next, the histogram is normalized.

In the same way, histograms of all cells can be concatenated. Then, a feature vector for the entire image window can be obtained.

B. Gist Feature Vector

![Figure 6. GIST Feature Extraction.](image)

Gist is a global feature proposed in Ref. [17] and [18]. The feature can be computed by following steps. As Figure 6, the image sample is firstly converted into grayscale image, and is then processed by a whitening filter, so the dominant structural details of the image can be well preserved. Then the processed image in the last step is normalized with respect to local contrast. Next, the result is passed through a cascade of Gabor filters [19], which contain \(A\) different scales and \(B\) different filtering orientations. Each of these \(A\timesB\) images with specific orientation and scale, is then divided into an \(M\)-by-\(M\) grid. For each block on the grid, the average intensity in the block is computed. Finally, the extracted feature is a concatenated vector of \(A\timesB\timesM\timesM\) dimensions.

In the process of extracting GIST feature, Gabor filters are applied to an input image and then extracts a group universal textons. In the spatial domain, a 2D Gabor filter is a Gaussian kernel function, as Formula (3)-(5).

\[ g(x, y, \sigma, \theta) = \frac{1}{2\pi\sigma^2}e^{-\frac{x^2 + y^2}{2\sigma^2}}e^{i\theta} \quad (3) \]

\[ x' = x \cos \theta + y \sin \theta \quad (4) \]

\[ y' = -x \sin \theta + y \cos \theta \quad (5) \]

Where, \(\sigma\) and \(\theta\) describes scale and orientation respectively. A set of Gabor filters with different scales and orientations may be helpful for extracting useful texture features from an image, as Figure 7.
C. Multi-features Fusion

LBP are only a type of local feature which can effectively reflect the local texture pattern, however, LBP provides inadequate global spatial and statistical information for entire scene image detection. It is often not enough for LBP to recognize a large area of still scene images. Therefore, it is necessary to adopt global spatial relationships across the scene in texture analysis for scene detection.

GIST is a global feature which is suitable for scene detection and classification, so in this paper, GIST and LBP are combined as a new feature for scene detection.

Because there are plenty of feature dimensions in GIST feature, this paper chooses the 60 dimensions of vector based on uniform sampling. In order to improve computing efficiency, this paper performs principal components analysis for the LBP and GIST respectively in advance. A new feature vector is constructed by fusing the principal components of two features.

Table 1 shows a vector containing the percentage of the total variance explained by each principal component. For LBP, principal component contains 16 dimensions, and for GIST, 15 dimensions.

<table>
<thead>
<tr>
<th>Feature</th>
<th>LBP (Dimension 38)</th>
<th>GIST (Dimension 60)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature dimensions</td>
<td>38</td>
<td>60</td>
</tr>
<tr>
<td>PC dimensions</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td>PC Contribution(%)</td>
<td>99.9</td>
<td>96.5</td>
</tr>
</tbody>
</table>

The new feature vector is constructed as Figure 8. The principal components of LBP and GIST are united as a new vector. The dimension of the new feature vector is the sum of the dimension of two principal components.

III. CROWD SCENE DETECTION AND CROWD REGIONS LOCATING

A. Crowd Scene Detection

After constructing the new feature vectors, they can be used to train classifiers to detect crowd scenes. This paper adopts SVM as the classifier. Because the crowd scene detection is just a two-class problem, SVM is very suitable for solving it.

B. Non-crowd Regions Removal

The crowd scene image can be detected by SVM. Further, it is necessary to locate the crowd areas in the still image. In this paper, Gabor filter is used to perform non-crowd areas removal. In general, because crowd areas are full with plenty of randomly distributed blobs of faces and heads, they should generate a high response in every orientation angle. However, non-crowd regions, such as regular people, trees, and buildings, only have high responses orthogonal to their main orientations. A set of Gabor filters with different scales and orientations are very helpful for extracting the response in every direction from a crowd scene image. Figure 9 shows different scales and orientations of Gabor filters.
Without loss of generality, a set of Gabor functions \( g_{\sigma,\theta}(x,y) \) can be obtained by rotating and scaling \( g(x,y) \), where, \( g(x,y) \) is the Gabor mother generating function, \( \sigma = 0,1,...,S-1 \) and \( \theta = 0,1,...,K-1 \). \( S \) and \( K \) are respectively the total number of scales and orientations.

Given an original image \( I(x,y) \), its Gabor filtered images are

\[
R_{\sigma,\theta}(x,y) = \sum_{i=1}^{S} \sum_{j=1}^{K} I(x_i,y_j) g_{\sigma,\theta}(x-x_i,y-y_j) \tag{6}
\]

Next, the magnitudes of the filtered images including all the orientations and scales are summed, as Formula (7).

\[
M = \sum_{\sigma=0}^{S-1} \sum_{\theta=0}^{K-1} |R_{\sigma,\theta}| \tag{7}
\]

Where, \( S \) and \( K \) are respectively the total number of scales and orientations. The crowd regions are enhanced to a great extent, after Gabor filtering and the operation of Formula (7) are performed. However, non-crowd regions only have high responses orthogonal to their main orientations, as Figure 10(b).

Then, the result in Figure 10(b) is converted into binary image based on a threshold, as Formula(8), and the result is as Figure 10 (c).

\[
I = \begin{cases} 
0, & \text{if} (M < \text{threshold}) \\
\text{original value}, & \text{otherwise}
\end{cases} \tag{8}
\]

Where, \( M \) is the result of Formula (7). The range of crowd region can be mapped from the white areas of Figure 10(c) which is really crowd regions, as Figure 10(d). Therefore, the non-crowd regions are removed.

**IV. EXPERIMENTAL RESULTS AND DISCUSSION**

**A. Experimental Datasets and Results**

The data set used in this paper is from two resources. One is from the data set which is used in Multi-Source Multi-Scale Counting in Ref.[20]. We adopt 36 images in which the range of the crowd density is between 648 and 2540 with an average of 1609 individuals per image. The other sample source comes from publicly available web images. In our experiments, samples are randomly divided into two groups. The training set includes 300 samples. The testing set includes 120 samples, which contain 80 positive samples and 40 negative samples. As Figure 11, the samples contain many sorts of scenes, for example, public areas, places of entertainments, natural scenes, etc. And some public scenes in these source images may belong to a diverse set of events, such as concerts, protests, stadiums, marathons, and pilgrimages. The samples are divided into two classes, including positive samples and negative samples, as Figure 11.
This paper adopts SVM to detect the crowd scenes based on three different features respectively, and the results are shown in Table 2. The testing set includes 120 samples, which contain 80 positive samples and 40 negative samples. From the Table 2, the conclusion can be obtained that GIST feature fusing LBP is better effective.

### Table 2. The Results of Detection Rate Using SVM

<table>
<thead>
<tr>
<th>Feature</th>
<th>LBP</th>
<th>GIST</th>
<th>GIST + LBP</th>
</tr>
</thead>
<tbody>
<tr>
<td>True positive</td>
<td>66</td>
<td>69</td>
<td>73</td>
</tr>
<tr>
<td>True negative</td>
<td>34</td>
<td>36</td>
<td>38</td>
</tr>
<tr>
<td>False positive</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>False negative</td>
<td>14</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>Precision</td>
<td>91.7%</td>
<td>94.5%</td>
<td>97.3%</td>
</tr>
<tr>
<td>Accuracy</td>
<td>83.3%</td>
<td>87.5%</td>
<td>92.5%</td>
</tr>
<tr>
<td>Recall</td>
<td>82.5%</td>
<td>86.3%</td>
<td>91.3%</td>
</tr>
</tbody>
</table>

Where, the precision rate, accuracy and recall are defined as formula (9), (10) and (11).

\[
\text{Precision rate} = \frac{\text{True positive}}{\text{True positive} + \text{False positive}} \quad (9)
\]

\[
\text{Recall rate} = \frac{\text{True positive}}{\text{True positive} + \text{False negative}} \quad (10)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (11)
\]

Table 3 shows the confusion matrix of SVM classifier using GIST and LBP features.

### Table 3. Confusion Matrix of SVM Based on GIST and LBP

<table>
<thead>
<tr>
<th>Class</th>
<th>Class 1</th>
<th>Class 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crowd</td>
<td>TP: 73</td>
<td>FN: 7</td>
</tr>
<tr>
<td>Non-crowd</td>
<td>FP: 2</td>
<td>TN: 38</td>
</tr>
</tbody>
</table>

### B. Crowd Regions Locating

This paper adopts Gabor filtering to enhance crowd regions, and some results are shown in Figure 12. From Figure 12, it can be observed that our approach is effective. The crowd regions are enhanced, as Figure 12(b) of two examples, and the crowd regions after removing non-crowd regions are acceptable, as is shown in Figure 12(d). Therefore, our crowd regions locating approach is feasible for removing non-crowd regions and locating crowd regions.

### C. Comparisons

In this section, we compare SVM with BP Neural Network using three different features. Table 4 demonstrates the accuracy under different conditions. SVM is more effective than BP NN. Figure 13 is the column chart based on Table 4, which can intuitively illustrate the difference between three features and two classifiers.

### Table 4. Comparisons of Accuracy (%)

<table>
<thead>
<tr>
<th>Classifier</th>
<th>BP NN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>81.6</td>
<td>83.3</td>
</tr>
<tr>
<td>Gist</td>
<td>85.4</td>
<td>87.5</td>
</tr>
<tr>
<td>Gist + LBP</td>
<td>90.3</td>
<td>92.5</td>
</tr>
</tbody>
</table>
This paper presents an approach for high dense crowd scene and crowd region detection in still images. Two important features which include LBP and GIST are chosen, fused and used for SVM classifier whose principal components are extracted and constructed a novel feature vector. Further, we remove and detect local crowd areas using Gabor filter. Our approach can effectively detect crowd regions instead of dividing image into plenty of blocks and classifying them. Experimental results demonstrate that the proposed detection approach is feasible and effective in variable conditions. In the future, it is necessary to improve the precision of the range of crowd regions.
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