Short-term BRT Passenger Flow Prediction with A Deep Learning Method
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Abstract — Predicting passenger flow accurately can make full use of the existing traffic facilities to prevent emergencies from happening which is caused by heavy passenger flow. However, most of the existing methods to predict short-term passenger flow are shallow architecture, they cannot mine the relationship between short-term passenger and other external factors deeply enough. Therefore, we consider using a deep learning method to predict Bus Rapid Transit (BRT) passenger flow, which is different from previous methods to predict BRT passenger flow. We use a Prediction Stacked Auto Encoder (PSAE) model to mine BRT passenger flow features deeply. The top of the whole model establishes a prediction model for BRT passenger flow prediction from the extracted feature set. It uses a greedy layer-wise algorithm to train model parameters. Experimental results show that this method has good performance for predicting short-term BRT passenger flow.
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I. INTRODUCTION

With the rapid development of the intelligent transportation system (ITSs), passenger flow prediction has been captured more and more attention by researchers. In recent years, a large number of researchers use prediction model in this area [1]. Passenger flow is a typical time-series data and predicting short-term passenger flow exactly is an integral part in intelligent transportation fields. It contributes to individual passengers, bus companies, government departments and so on. It is also helpful to make optimal route choice decision for passengers, reduce congestion and emissions and improve the public transport operation efficiency potentially. Predicting passenger flow can be treated as a crucial element of the ITS. At the same time, it is not only an essential component of the traffic management system which needs to seize passenger flow efficiently and accurately, but also the advanced public transportation system and the commercial vehicle operation.

Passenger flow prediction is similar to the traffic flow prediction in the ITS extremely. The accuracy of predicting passenger flow highly depends on the collected data from the bus device and the real-time passenger flow data. Therefore, the study of traffic flow prediction methods have significant reference on the passenger flow prediction. In other words, a good deal of high-quality passenger flow data is crucial for this research. Because of historical data accumulation which is combined with environmental factors related to weather and holidays, efficient traffic management and control departments is becoming more and more data-driven [2][3]. Although there existed a lot of traffic flow predicting models, whose methods mostly use shallow architecture and model, and its performance is not meted the demand in some respects. Under the circumstance, this paper considers about using deep architecture to deal with the large number of complicated traffic flow data.

In recent years, the attention of academe and industry was attracted by deep learning as an active branch of machine learning fields [4]. Deep learning has been applied to dealing with classification problems, natural language processing, dimensionality reduction, image recognition, voice recognition, sentiment analysis successfully [5]-[9]. It is very widely used in image recognition, speech recognition filed [10]-[12].

Deep learning uses the deep architecture which is also called multi-layer architecture which can transform high-dimensional data into low-dimensional data by dimensionality reduction and extracts the inherent features of the data set from the high-dimensional data. Processing and analyzing passenger flow data is a complex task. Deep learning algorithms can help us get the intuitive feature expression of passenger flow data without any prior knowledge, and has good performance on passenger flow prediction.

The paper proposed a BRT passenger flow prediction method which is based on the deep learning method. Stacked autoencoder (SAE) is a deep architecture which can realize reducing the dimension of data and use greedy layer-wise algorithm to train the parameters of the model. In the BRT passenger flow prediction method, an improved stacked autoencoder model was used to predict BRT passenger flow, which is called Prediction Stacked Autoencoder (PSAE). The model contain two steps: feature learning and model learning. The feature learning step can mine spatiotemporal correlations between BRT passenger flow data and the external factors by using SAE model. After feature learning, the paper uses model learning to construct prediction layer.

The next part of this paper is as follows: The second part focuses on the study of some short-term traffic flow prediction method. The third section describes the model and training algorithm mentioned in my paper. The fourth section explains experiment results and gives comparative experiment results with other shallow architecture. Finally, the last part will give the summary and prospect.

II. RELATED WORKS

There are many similarities between BRT passenger flow prediction and traffic flow prediction, so the research of...
traffic flow prediction methods have significant reference on the BRT passenger flow prediction. Over the past decade, there have been a lot of research on traffic flow prediction. It may be inspired to handle BRT passenger flow data by continuing to study these prediction algorithm and model. To sum up, traditional traffic flow prediction approaches contains the following three categories:

The first category is Time-series model. This model is a widely used method to process traffic flow prediction. Integrated moving average model (ARIMA) [13] is a most widely used time-series model which is the mixture of self-mixing regression and moving average models. Unlike other methods, it doesn’t need fixed initialization simulation, while it sees certain time traffic as more general non-stationary random sequence. [14] proposed a prediction scheme using Seasonal ARIMA (SARIMA) model for short term prediction of traffic flow using only limited input data. A different class of time-series models called structural time-series model (STM) has been introduced in [15] to develop a parsimonious and computationally simple multivariate short-term traffic condition forecasting algorithm. Most existed models are designed to improve the accuracy of prediction, such as seasonal ARIMA [16]. Three different time-series models, viz. random walk model, Holt-Winters’ exponential smoothing technique and seasonal ARIMA model are used for modeling of traffic flow in Dublin[17].

The second category is nonlinear system theory and intelligent learning theory. Because of the stochastic and nonlinear feature of traffic flow data, more and more researchers begin to focus on using nonlinear ways to predict traffic flow. A good deal of study has shown that nonlinear methods usually have better performance, they can get the complicated nonlinear and uncertainty relationship of time-series data. [18] has proposed an accurate multi-steps traffic flow prediction model which was based on support vector machine (SVM). This method is different from traditional single-step prediction method. The representative ways are artificial neural networks [19], support vector regression [20] and partial weight learning [21]. [22] proposed a method for adaptive hybrid fuzzy rule-based system to predict traffic flow. [23] proposed an approach that combines fuzzy state transform and Kalman filter forecasting model and considered the advantage of the two models, a weight combination model is proposed. [24] used optimized BP neural network based on particle swarm optimization (PSO) to predict short-term traffic flow. [25] used a hybrid model that combines clustering with support vector machine to predict public bicycle traffic flow by exploiting complementary advantages of both approaches. [26] combined wavelet analysis method with support vector machine (SVM), then proposed a short-term traffic flow prediction combined model based on SVM.

The third category is deep learning method. This is a new way that is quite different from the previous method. All in all, due to the rapid development of ITS, more and more traffic data was generated and the features of the data sets appeared to be different. Therefore, researchers consider of attempting to predict traffic flow with more efficient ways. It is hard to say which way to predict the traffic flow is the best method and that there is a better performance than any others. The prediction accuracy of the algorithm and model highly depends on the size and the features of the historical data that we used. A large number of research results demonstrated that the neural network approaches generally have better prediction performance and accuracy.

Currently, deep architecture which contrasts with neural network (NN) has better performance on mining the features of data. At the same time, the traditional neural networks only contain one hidden layer and use the traditional way which is based on stochastic gradient descent method to train the whole network. But for multi-layer neural network, it is difficult to use stochastic gradient descent way to train the network. This kind of training method is easy to fall into local optimum. However, [27] proposed a greedy layer-wise training algorithm with unremitting efforts in such a way that training deep architecture becomes more and more easy by Hinton. Generally, the deep architecture has good effect at realizing dimensionality reduction [28], processing classification. Thankfully, a few scattered authors try to apply deep learning method to ITS. [29] proposed a novel deep temporal-spatial traffic flow feature learning mechanism with large scale Taxi GPS traces for traffic prediction. A deep Restricted Boltzmann Machine and Recurrent Neural Network architecture is utilized to model and predict traffic congestion evolution based on Global Positioning System (GPS) data from taxi [30]. Deep belief network (DBN) is a typical deep architecture. It can learn effective features for traffic flow prediction in an unsupervised way. [31] is the first time that combined DBN with multitask regression and applied the deep learning approach to transportation research. A stacked autoencoder model is used to learn generic traffic flow features, and it is trained in a greedy layer-wise fashion. This is the first time that a deep architecture model is applied using autoencoder as building blocks to represent traffic flow features for prediction [32]. To the best of our knowledge, this several studies is the most innovative line of research which directly apply the deep learning method in ITS. In this paper, we use a deep architecture model PSAE to achieve dimensionality reduction of multi-dimensional data, and use a modified SAE which is called PSAE to perform BRT passenger flow prediction task.

III. MODEL AND ALGORITHM

Deep learning model can achieve dimensionality reduction and classification, but it is rarely directly used as prediction model. We use SAE as feature model firstly, SAE can find principal feature direction by nonlinear transformation, it can extract principal features from the original BRT passenger flow data, then we can construct prediction model according to the extracted features. On the basis of the extracted features $x = (x_1, x_2, ..., x_m)$ and prediction target $y = (y_1, y_2, ..., y_m)$ construct $\{(x_1, y_1), (x_2, y_2), ..., (x_m, y_m)\}$ as pair of input and output and train the prediction model finally. Therefore, BRT...
passenger flow prediction is divided into two parts, feature learning and model learning.

![Autoencoder Diagram](image)

**Figure 1. Autoencoder**

### A. Feature Learning

We can get the feature expression of the original data and achieve reducing data dimension by feature learning. Autoencoder is a kind of neural network architecture, such as the figure (1) above, it consists of the encoder and decoder. The two steps can be transformed as follows:

Encoder: During the encoder process, encode the original training set \( x \) into the hidden layer and generate the representation \( y \).

\[
f_{\theta}(x) = s(Wx + b)
\]

(1)

Its parameters is \( \theta = \{W, b\} \), \( W \) is the weight matrix, \( b \) is the bias value.

Decoder: During the encoder process, the result of the hidden layer representation \( y \) is used to reconstructed the original input vector \( z \) in the original training set, \( z = g_{\hat{\theta}}(y) \). \( g_{\hat{\theta}} \) is called decoder. The whole decoder process is as (2):

\[
g_{\hat{\theta}}(y) = s(W' y + b')
\]

(2)

Its parameters is \( \hat{\theta} = \{W', b'\} \). Logistic sigmoid function \( \frac{1}{1 + \exp(-x)} \) is considered for \( s(x) \).

By constructing the minimal reconstruction loss function, we can get the hidden layer’s parameters \( \theta \) of the model, and the minimal reconstruction loss function expression is as follows:

\[
\theta = \arg \min_{\theta} L(X, Z)
\]

\[
= \arg \min_{\theta} \frac{1}{2} \sum_{i=0}^{N} \left\| x^{(i)} - z(x^{(i)}) \right\|^2
\]

(3)

Under normal circumstances, the feature learning model contains more than one layer autoencoder. These autoencoder is stacked from the bottom to up. That is stacked autoencoder (SAE).

Suppose that we use the \( N \) layers deep architecture, the greedy layer-wise training algorithm for pretrain the SAE process is as follow:

1. Train the first layer as an autoencoder in a purely unsupervised way, use the output and original input construct the minimizing reconstruction error.
2. Use the each output of the hidden layer as the input of the next layer, control the reconstruction error in a certain range.
3. Iterate as in (2), compute the whole hidden layers training until the desired layer.
4. Use the output of the last layer as input of the supervised layer and initialize parameters the all supervised layers.

### B. Model Learning

Model learning process is based on the extracted features and construct the prediction model. In machine learning, prediction is also a kind of classification, Logistic regression is a very efficient classifier. It can not only predict the categories of samples, but also calculate the probability of classification. Logistic regression is to learn such a function:

\[
f(x) = g(\theta^T x) = \frac{1}{1 + e^{-\theta^T x}}
\]

(4)

Among them,

\[
g(z) = \frac{1}{1 + e^{-z}}
\]

(5)

Known as the Logistic function or Sigmoid function.

On the basis of the feature model SAE, we construct the regression prediction model based on the extracted features, and construct the prediction model by using the characteristic value and the target value. This hybrid model is called PSAE, and the topology is shown below figure(2):

![PSAE Diagram](image)

**Figure 2. Prediction Stacked Autoencoder (PSAE)**
The algorithm to train the combined feature learning and model learning can be described as follows:

1. Use the original input data as the input firstly, and the first layer is trained by an unsupervised method, and the minimum error objective function is constructed;
2. Use the output of the above layer as the input of the next layer, and construct an autoencoder. Continuing to use an unsupervised method to train the automatic encoder;
3. Repeat iteration steps (2) until layer n-1;
4. Build the logistic regression prediction layer by the extracted features and prediction target, and train the parameters of the prediction layer;
5. Construct the cross entropy, use the back propagation algorithm, and use the gradient descent optimization technique to fine-tune the parameters of the whole network architecture, so that the parameters can be optimized.

IV. EXPERIMENTAL

In this paper, in order to verify the performance of the proposed model, the experiment used Chinese Shaohing BRT IC card records of the citizen as original data. It can observed that the traffic situation of everyday by IC card records. This dataset contains IC card records between 25 June 2013 to 2 December 2014. It means that the experiment used the real data of the whole 525 days. Meanwhile, BRT passenger flow is related to weather, holidays, and many other factors. Thus, this experiment will combine weather, holidays and other factors as the feature of the experiment data except for the real history of IC card records. In the experiment, the IC card records was counted every 5 minutes, and the time interval of BRT passenger flow data was between 6 am to 5 pm of 12 hours every day. In the 525 days historical data, the first 500 days of date is used as training set and the data of final 25 days as a test set.

To evaluate the performance of the experiment model, we use three indicators mean absolute error, relative error and mean squared error. They can be computed as follows:

\[
\text{MAE} = \frac{1}{N} \sum_{i=0}^{N} |x_i - \hat{x}_i|
\]

\[
\text{MRE} = \frac{1}{N} \sum_{i=0}^{N} \frac{|x_i - \hat{x}_i|}{x_i}
\]

\[
\text{RMSR} = \left[ \frac{1}{N} \sum_{i=0}^{N} ((x_i - \hat{x}_i)^2) \right]^{1/2}
\]

Where \(x_i\) is the observed BRT passenger flow, \(\hat{x}_i\) is the predicted BRT passenger flow.

A. Model Architecture

In the experiment, the principal task is to determine the size of the input layer, the number of hidden layers, the number of nodes in each hidden layer and the size of the output layer in the PSAE network architecture. There is no best solution to determine the best network architecture in the currently academic community. Getting the relative effective number of nodes and network layers can only be supported by providing a lot of comparative experiments. Based on historical experience, BRT passenger flow is related to objective historical weather factors and holidays.

Thus, during the experiment, the weather and someday which is a weekend day are used as features during the experiment. In the specific experiment procedure, the day's weather and whether someday is the weekend are set to \(W_1, W_2\) in order to predict the sequence of BRT passenger flow \((X^1, X^2, ..., X^n)\) during time interval t, excluding the use of raw sequence data of BRT passenger flow \((X^{t-1}, X^{t-2}, ..., X^{t-\text{pred}})\). The values of \(W_i\) are as follow:

\[
W_1 = \begin{cases} 0, & \text{workday} \\ 1, & \text{weekend} \end{cases}
\]

\[
W_2 = \begin{cases} 0, & \text{no heavy rain} \\ 1, & \text{heavy rain} \end{cases}
\]

Taken together, the input vector of deep architecture is \((W_1, W_2, X^{t-1}, X^{t-2}, ..., X^{t-\text{pred}})\), it can generate the target output finally.

To prove the reasonableness of adding extra features, we added comparative experiment to ensure that the added features can be recognized by the deep architecture and produce more accurate results. Through a large number of repeated comparison experiment, the ideal depth of the architecture was determined. Among them, the hidden layers is 4, the number of nodes in each hidden layer is set \(\{100, 150, 90, 50, 33\}\). It must be affirmed that the first hidden layer node number must be consistent with the original input data dimensions in the PSAE model. In the process of comparative experiment, the actual dimensions of the original input data related with an added features. Then, after the addition of weather and holidays features, the number of hidden layers remained 4 constantly, but the number of the first input layer node becomes 102. Therefore, the hidden layers become \(\{102, 150, 90, 50, 33\}\). During the comparative experiment, we can not get the desired results if hidden layers and the number of nodes are too big or too small, they can only be adjusted by the experiment experience.

![Figure 3. Experimental Results](image-url)
B. Results

Observing the experimental results as figure (3) above, we find that the trend of the experimental results are consistent with observed results. The trend that it shows is accorded with the conditions of big passenger flow and moderate passenger flow. But the results of the experiment is not very good when passenger flow is small, it will cause large errors. It is consistent with the most results generated by the existing traffic prediction methods. The experiment will have a greater relative error in the small passenger flow. Therefore, the proposed method is more concerned about the case of large passenger traffic prediction.

The following table (1) shows that the model PSAE have a better performance compared with BP neural networks (BPNN) and support vector machine (SVM). Through the model proposed by experiments compared with BPNN and SVM, among these methods, BPNN is a classic non-linear learning model, but it is a shallow feature learning model. In this experiment, MAE predicted by neural network was 15.6%, while MRE was 20.3%, and RMSE was 12. As showed in the table. With respect to the PSAE model, indicators were slightly inferior in all respects. SVM is a linear classifier defined on maximum interval feature space and a typical second-class classification model. In the comparative experiment, we use SVM to compare with PSAE model and found that the experiment results has a large gap with PSAE, MAE generated by SVM was 14%, while MRE was 19.8%, RMSE was 11. The Intuitive graphics display is as figure(4).

<table>
<thead>
<tr>
<th>work</th>
<th>PSAE MAE</th>
<th>PSAE MRE(%)</th>
<th>PSAE RMSE</th>
<th>BP Neural Network MAE</th>
<th>BP Neural Network MRE(%)</th>
<th>BP Neural Network RMSE</th>
<th>SVM MAE</th>
<th>SVM MRE(%)</th>
<th>SVM RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-min BRT flow prediction</td>
<td>11.8</td>
<td>17.32</td>
<td>2</td>
<td>15.6</td>
<td>20.3</td>
<td>12</td>
<td>14</td>
<td>19.8</td>
<td>11</td>
</tr>
</tbody>
</table>

Figure 4. Comparing performance

By comparing the experiment results of the three ways, deep learning was found having better performance on processing BRT passenger flow data. It is hard to say which kind of algorithm is better performance than the other model, because the effect of the experiment is more relevant to the data. All we can do is to verify the effect of specific algorithm for data analysis results through experiments for real data.

V. CONCLUSION

This paper presents a PSAE model based on deep learning to predict BRT passenger flow. It is different from many previous passenger flow prediction method. The method presented in this paper can mine BRT passenger flow in spatiotemporal correlation unsupervised. We use greedy layer-wise training algorithm to pre-train the deep architecture and use back propagation algorithm to adjust the parameters of deep architecture, resulting in smaller error in network output. In this experiment, we use Chinese Shaoxing BRT passenger flow as experiment data, it was proved that the performance of the proposed method is relatively good with compared the BP neural network and support vector machine.

In future studies, the author will attempt to use other deep architecture to predict the BRT passenger flow, and try to use other common data set to verify the performance of the algorithm we proposed. In addition, logistic regression layer is used as the prediction layer in this paper, perhaps author will attempt to use other more efficient regression model to improve the experiment accuracy.
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