Modelling Trip Generation using Adaptive Neuro-Fuzzy Inference System in Comparison with Traditional Multiple Linear Regression Approach
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Abstract - Development of trip generation models has been conducted mainly using the traditional Multiple Linear Regression approach, which sometimes might not necessarily result in appropriate models, especially with existence of many interrelated and complex relationships among several related socioeconomic variables. This study investigates the feasibility of using a relatively new approach, the Adaptive Neuro-Fuzzy Inference System, and compares the results with those using the traditional approach. This is conducted by developing a home-based general trip generation model for one of the Palestinian urban areas. The comparison between the two methods outcome and the associated validation results is done using the R-squared, RMSE, and MAE measures. The Adaptive Neuro-Fuzzy Inference System was found to be a useful tool and a promising technique for modelling household trip generation, which is shown to outperform the traditional approach, with more accurate results and closer predictions to actual values. Further exploration of the new approach in transportation studies is recommended.
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I. INTRODUCTION

Trip-based approaches have been used for modelling travel behavior and in estimating the number of trips produced, attracted or exchanged between traffic zones, and distributed on the modes and routes in urban road networks. This have been conducted mainly through the four-step travel demand forecasting process, or what is known as the 'Urban Transportation Modeling System'. This process usually transfers urban activities into number of trips, and attempts to quantify the relationship between urban activities and travel, through modelling trip generation, trip distribution, mode choice, and traffic assignment.

The traditional approaches, mainly the Multiple Linear Regression (MLR), are still used almost universally. The MLR models usually capture the correlation patterns and study the relationship between variables that are considered as the determinants of trip maker behaviour (explanatory variables), such as the household characteristics, and variables that are considered to estimate the number of trips as indicators of travel behavior [1]. However, despite the fact that this approach is widely used, and could be easily constructed, estimated, and interpreted, sometimes it might not result in appropriate models, especially with the existence of interrelated and complex relationships among several related socioeconomic variables. In similar situations, the use of advanced modelling techniques, based on the artificial intelligence, have attracted much attention, which could enable effective elaboration for modelling such situation.

This study is devoted to investigating the feasibility of using a relatively new method for data analysis called the Adaptive Neuro-Fuzzy Inference System (ANFIS), as an alternative for the traditional MLR. The results using the two approaches on the same data set are compared. The application and comparison have been explored within the Palestinian context through the development of trip generation model for Salfit urban area. Through this study, a home-based general trip generation model (denoted by ALLTRIPS) was developed for Salfit, taken as the study area, with the intention to estimate the total number of trips generated by a household during a typical working day. This model was developed using the two approaches, MLR & ANFIS, followed by conducting a comparative analysis among their performance, in an attempt to seek the more accurate modelling approach.

II. ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM

The ANFIS is an artificial intelligence-based approach, first proposed by Jang in 1993, which is considered as an advanced modelling technique that has the capability of dealing with nonlinear and highly complex systems [2]. ANFIS integrates the best features of the Artificial Neural Network (ANN) and the Fuzzy Inference System (FIS) into a single framework.

The ANN is a machine learning-based system, developed for information processing, and usually used as a data analytical tool. It is structured by interconnected artificial neurons arranged in a systematic manner to form a layer pattern. Each layer is composed of several processing neurons that have specific function, which could be adaptive or fixed [3]. The ANN is not based on specific rules, but rather it is developed through trial and error procedure across successive calculations. Such system "learns" to perform tasks by considering examples (dataset), generally without...
being programmed with any task-specific rules. The ANN can adapt itself to self-organize its structure, when the sample input-output training is presented.

The FIS, on the other hand, uses the fuzzy logic for modelling complex systems based on degrees of truth, represented by the degree of membership value in a fuzzy set, rather than the usual true or false (0 or 1) in the classic set. This approach has been proven to be an effective technique for dealing with variables that are linguistically specified, such as low, medium, or high, which may be defined by fuzzy sets [4]. For each variable, different Membership Functions (MFs) could be identified, which would reflect a specific fuzzy set. The MF is a curve that defines how each point in the input range is assigned to a membership value between 0 and 1. MFs can have several shapes, such as triangle, trapezoidal, and gaussian. However, the basic structure of a FIS consists of three conceptual components: a rule base, which contains a selection of fuzzy rules; a database which defines the MFs used in the fuzzy rules; and a reasoning mechanism, which performs the inference procedure upon the rules to derive an output [1]. Takagi-Sugeno FIS type was found to be widely used in the application of ANFIS method.

The ANFIS, hence, is an ANN that is functionally based on the model of Takagi-Sugeno FIS. ANFIS constructs a FIS from given input-output training dataset, and uses the learning capability of ANN for optimizing the fuzzy rules and MFs parameters, by training the system several times (epochs) using specific learning algorithm. This learning algorithm seeks to minimize the measure of error, usually the Root Mean Squared Error (RMSE), between the observed and predicted values. Two types of learning algorithm could be used, the backpropagation (gradient descent method for all parameters), and the hybrid (combines backpropagation for the input MFs, and least squares estimation for the output MFs). However, for more details Jang [2], Jang et al. [5], and Rutkowska [6] provide full insight into the working mechanism of these algorithms.

### III. LITERATURE REVIEW

Several studies in different scientific disciplines have proved the effectiveness of ANFIS in modelling complex nonlinear systems over the conventional techniques. In transportation research, for example, Stojčić [7] reviewed the applications of the ANFIS from the year 1993 till 2018, considering many areas, such as vehicle routing, traffic control, safety, modelling, and traffic congestion; and concluded that it represents a promising modelling method, that able to show better performance compared with the traditional methods. In addition to the studies of Tortum et al. [8], Andrade et al. [9], and S. et al. [10], for modelling travel mode choice, who raised with the same conclusion of Stojčić [7].

In trip generation modelling, the application of ANFIS was not widely considered, and found to be limited to specific few studies, such as those of Přibyl & Goulias [1], Ahmadpour et al. [11], and Mahdavi & Mamdoohi [12], who all developed trip generation models for different purposes using ANFIS, and found that ANFIS is a potentially better data analytic method that performs more accurately (higher R-squared and less RMSE) than the MLR approach.

In Palestine, few specific studies that concerned with the development of trip generation models have been performed, as mentioned earlier. The most relevant here were the study of Dodeen [13], who utilized the MLR technique for developing trip generation models for Jericho City, based on the household socioeconomic characteristics; and the study of Amer [14], who examined the potential for spatial transferability of Dodeen models from Jericho City to Salfit City. The relevance of this study comes from the fact that it was pioneering and the first in its type that considers a comparison among the performance of trip generation models developed using ANFIS, and that developed using MLR.

### IV. STUDY AREA AND DATA COLLECTION

Salfit City was selected as a case for this study, due to the availability of thoroughly and systematically collected data through the recent study conducted by Amer for the city [14]. These collected data included 309 households, which were divided into two sets, a set of 256-households considered for the estimation and the training process of the desired model (representing the minimum sample size of 10% of the total number of households), and the balanced set of 53-households considered for validation and testing purposes. Each collected household sample included data regarding the socioeconomic characteristics, represented by 12 explanatory variables, used as model inputs, which were expected to be relevant based on previous studies; and the associated total number of trips generated (ALLTRIPS as model output), as described in Table I.

### V. METHODOLOGY

In order to achieve the desired objective of this research, and evaluate the more suitable modelling approach, the ALLTRIPS model was developed using the two competing approaches, MLR and ANFIS, by following three steps as described hereafter.

#### A. Developing ALLTRIPS Model Using MLR Approach

In this step, the backward elimination stepwise regression approach, based on the ordinary least-squares estimation technique, was considered for the estimation and calibration process (i.e., estimating the associated coefficients with the most relevant explanatory variables). Under this approach, the fitness of the regression analysis was evaluated based on different statistical tests that would quantify the significance of each explanatory variable that was assumed to be relevant.
To ensure the goodness of the developed model, several relevant statistical tests were conducted, which are 1) the Pearson’s correlation and the Variance Inflation Factor (VIF) to check for multicollinearity, 2) the t-test to assess the significance of the individual regression coefficients, 3) the F-test for testing the overall significance of the model, and 4) the coefficient of determination (R-squared), the Root Mean Squared Error (RMSE), and the Mean Absolute Error (MAE) to assess the developed model goodness of fit.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Average</th>
<th>Standard Deviation</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIZE</td>
<td>Number of persons (household size)</td>
<td>3.99</td>
<td>1.749</td>
<td>8</td>
</tr>
<tr>
<td>EMP</td>
<td>Number of persons in the household who are employed</td>
<td>1.38</td>
<td>0.899</td>
<td>4</td>
</tr>
<tr>
<td>EDU</td>
<td>Number of persons in the household who are receiving education</td>
<td>1.63</td>
<td>1.529</td>
<td>7</td>
</tr>
<tr>
<td>AGEa</td>
<td>Number of persons in the household who are under 16 years</td>
<td>1.24</td>
<td>1.373</td>
<td>6</td>
</tr>
<tr>
<td>AGEb</td>
<td>Number of persons in the household who are between 17 and 30 years</td>
<td>1.14</td>
<td>0.977</td>
<td>4</td>
</tr>
<tr>
<td>AGEc</td>
<td>Number of persons in the household who are between 31 and 50 years</td>
<td>0.92</td>
<td>0.805</td>
<td>2</td>
</tr>
<tr>
<td>AGEd</td>
<td>Number of persons in the household who are between 51 and 64 years</td>
<td>0.51</td>
<td>0.728</td>
<td>3</td>
</tr>
<tr>
<td>AGEe</td>
<td>Number of persons in the household who are above 65 years</td>
<td>0.19</td>
<td>0.485</td>
<td>2</td>
</tr>
<tr>
<td>DRIVE</td>
<td>Number of persons in the household who are licensed drivers</td>
<td>1.18</td>
<td>0.964</td>
<td>6</td>
</tr>
<tr>
<td>CAR</td>
<td>Number of cars owned by the household</td>
<td>0.54</td>
<td>0.605</td>
<td>3</td>
</tr>
<tr>
<td>INC</td>
<td>Monthly household Income (Thousand New Israeli Shekel)</td>
<td>4.740</td>
<td>2.993</td>
<td>29.500</td>
</tr>
<tr>
<td>HHTYP</td>
<td>House Type: 1 if Independent Residence, 0 if Apartment</td>
<td>83.8%</td>
<td>Independent Residence</td>
<td></td>
</tr>
</tbody>
</table>

**B. Developing ALLTRIPS Model Using ANFIS Approach**

The training dataset (i.e., 256-households sample), and the input explanatory variables were exactly the same as considered in the previous step. However, in this approach, two steps were considered for building the required model:

1) **Generating the Initial FIS**: The Neuro-Fuzzy Designer in MATLAB was utilized for this purpose. An initial Takagi-Sugeno FIS could be generated using the Grid Partitioning function that is embedded in the above tool, which allows the user to determine the desired number and type of the input MFs that were associated with each input variable.

This function splits the range of each input variable into equal intervals based on the selected number of the input MFs, and creates particular decision rules. One fuzzy rule along with one linear output MF will be created for each input MFs combination. For example, if there are three input variables with three MFs for each variable, 27 fuzzy rules (3MFs x 3 MFs x 3MFs = 27) along with 27 output linear MFs will be created automatically.

2) **Optimizing the FIS Using Learning Algorithms**: The learning algorithm would use the training dataset to optimize the fuzzy rules and the MFs parameters, by training the FIS several times (epochs), until reaching a prespecified measure of error (RMSE), or a selected number of training epochs, which could be satisfied first.

In order to obtain the optimum configuration of the ANFIS, with the minimum possible RMSE and MAE, several options were considered, as per the following:

- The number of inputs MFs: three functions for each input variable, as one MF may create estimation errors, and more than three may increase the computational cost of ANFIS model.
- The type of inputs MFs: gaussian, trapezoidal, and triangle, which are the popular types.
- The type of learning algorithm: backpropagation and hybrid algorithms, which are provided by the MATLAB.
- The number of training epochs: 1, 5, 10, 50, 100, 200, 500, and 1000 epochs, which were selected based on personal discretion (trial and error procedure), as there is no simple way to determine what should be the optimal one.

**C. Conducting Comparative Analysis**

Three statistical performance measures were considered for the comparison between the developed ALLTRIPS model per each approach, namely the R-squared, RMSE, and MAE. These measures were also used to assess the accuracy of each model. Moreover, the validation assessment was achieved by comparing the predicted number of trips with the actual values, for the additional 53-households sample, which were not used in the estimation or training process. The better performing and more suitable approach was then determined based on several evaluation criteria, such as the higher value of R-squared, the lower RMSE & MAE, and the much closer outputs to the actual values.
 VI. MODEL DEVELOPMENT AND COMPARISON

The estimated number of trips include all possible trips that are generated by a household, regardless of their types or purposes. This number should lie between one trip per day as a minimum possible value, and up to 18 trips per day as a maximum value. The following illustrate the development process for this model considering both the MLR and ANFIS.

A. ALLTRIPS Model Using MLR

Equation (1) suggests the best explanatory variables, among others, that would explain the number of total daily general trips generated by a household. The regression results for this model are summarized in Table II.

\[ \text{ALLTRIPS} = 2.388 + 1.046 \text{EMP} + 1.237 \text{EDU} + 0.424 \text{DRIVE} \ldots (1) \]

The ALLTRIPS tends to increase with the increase in the explanatory variables EMP, EDU, and DRIVE. This directly proportional and positive relationship is logical and as expected. The t-values for each coefficient were larger than two, which indicates that the selected explanatory variables are statistically significant at 99.99% level of significance. Moreover, the large F-value indicates that the null hypothesis that the explanatory variables EMP, EDU, and DRIVE have no impact on the ALLTRIPS is rejected statistically at the 99.99% level of significance (i.e., these variables jointly affect ALLTRIPS).

B. ALLTRIPS Model Using ANFIS

Referring to Table III, the optimum structure of the ANFIS was achieved first at three gaussian MFs for each input variable (i.e., EMP, EDU, and DRIVE), hybrid learning algorithm, and 1000 training epochs. An initial FIS was first developed, using the same input variables that were used in the regression approach. Three gaussian MFs for each input variable were then identified. Consequently, 27 fuzzy rules along with 27 output linear MFs were created.

The associated parameters with the inputs and outputs MFs were optimized at the end using the hybrid learning algorithm for 1000 training epochs. Table IV summarizes the results associated with the optimized FIS for estimating the ALLTRIPS. Fig. 1 reflects the equivalent ANFIS architecture for the developed FIS. Fig. 2 illustrates the initial and the optimized gaussian MFs (before and after training) for each input variable.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>t-value</th>
<th>Sig.</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.388</td>
<td>0.223</td>
<td>10.721</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>EMP</td>
<td>1.046</td>
<td>0.132</td>
<td>7.945</td>
<td>0.000</td>
<td>1.287</td>
</tr>
<tr>
<td>EDU</td>
<td>1.237</td>
<td>0.073</td>
<td>16.926</td>
<td>0.000</td>
<td>1.029</td>
</tr>
<tr>
<td>DRIVE</td>
<td>0.424</td>
<td>0.123</td>
<td>3.452</td>
<td>0.001</td>
<td>1.262</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Learning Algorithm</th>
<th>Index</th>
<th>Training Epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Hybrid</td>
<td>RMSE</td>
<td>1.5114</td>
</tr>
<tr>
<td>MAE</td>
<td>1.1504</td>
<td>1.1486</td>
</tr>
<tr>
<td>Trapezoidal MFs (3 MFs for each input)</td>
<td>RMSE</td>
<td>6.9590</td>
</tr>
<tr>
<td>MAE</td>
<td>6.3171</td>
<td>6.2419</td>
</tr>
<tr>
<td>Hybrid</td>
<td>RMSE</td>
<td>1.5453</td>
</tr>
<tr>
<td>MAE</td>
<td>1.2063</td>
<td>1.2061</td>
</tr>
</tbody>
</table>

The lowest possible error obtained by the optimum configuration

<table>
<thead>
<tr>
<th>Learning Algorithm</th>
<th>Index</th>
<th>Training Epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>MAE</td>
<td>6.3181</td>
<td>6.2467</td>
</tr>
<tr>
<td>Hybrid</td>
<td>RMSE</td>
<td>1.5289</td>
</tr>
<tr>
<td>MAE</td>
<td>1.1896</td>
<td>1.1751</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV. ANFIS OPTIMUM CONFIGURATION SUMMARY</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-Square: 74.18%</td>
</tr>
<tr>
<td>MAE: 1.1203</td>
</tr>
<tr>
<td>ANFIS Sum of Squares: 1628.324</td>
</tr>
<tr>
<td>Residual Sum of Squares: 566.786</td>
</tr>
<tr>
<td>Total Sum of Squares: 2195.109</td>
</tr>
</tbody>
</table>
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C. Models Comparison and Validation

Table V illustrates a comparison between the performance of the ALLTRIPS model developed using the MLR approach, and that developed using the ANFIS approach. It could be noticed that the ANFIS was able to develop a more accurate model with better performance compared with the MLR approach. The R-squared value was raised by 8.33%, from 65.85% in MLR to 74.18% in ANFIS. Moreover, a considerable reduction in the RMSE, the MAE, and the Residual Sum of Squares (RSS) could be noticed, where the percentage difference for each of these measures of error were -13.04%, -19.30%, and -24.39%, respectively.

<table>
<thead>
<tr>
<th></th>
<th>MLR</th>
<th>ANFIS</th>
<th>Difference</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>1.7112</td>
<td>&gt; 1.488</td>
<td>-0.2232</td>
<td>-13.04%</td>
</tr>
<tr>
<td>MAE</td>
<td>1.3882</td>
<td>&gt; 1.1203</td>
<td>-0.2679</td>
<td>-19.30%</td>
</tr>
<tr>
<td>R-squared</td>
<td>65.85%</td>
<td>&gt; 74.18%</td>
<td>+8.33%</td>
<td>--</td>
</tr>
<tr>
<td>RSS</td>
<td>749.604</td>
<td>&gt; 566.786</td>
<td>-182.812</td>
<td>-24.39%</td>
</tr>
</tbody>
</table>
For validation purposes, testing the 53-household sample, the predicted results and the actual values for both modelling approaches were within acceptable conformity, with better results associated with ANFIS. Table VI summarizes a comparison of several statistical measures between the actual and predicted values of this sample. The means of the predicted values using MLR and ANFIS were compared with the mean of the actual values using the t-test. The results indicated the two means are not significantly different from the actual mean at 90% level of significance. The predicted mean and standard deviation using ANFIS were closer to the actual values than with the MLR. Furthermore, the difference between the summation of the actual ALLTRIPS and of the related predicted values using ANFIS (9.34 trip) were smaller as compared with the MLR (19.65 trips).

| TABLE VI. ACTUAL AND PREDICTED ALLTRIPS DESCRIPTIVE STATISTICS |
|---------------------------------|-----------------|-----------------|
| Actual                         | MLR             | ANFIS           |
| Mean                           | 6.81            | 6.44            | 6.64            |
| St. Deviation                  | 3.563           | 2.639           | 3.026           |
| Sum                            | 361             | 343.35          | 351.66          |
| Difference                     | 0               | 19.65           | 9.34            |
| Count                          | 53              | 53              | 53              |
| t-test                         | t-critical = 1.66 | > t-statistic = 0.608 | > t-statistic = 0.265 |
|                               | g = 0.1         | < P-value = 0.5448 | < P-value = 0.7917 |

VII. CONCLUSION

Through this study, the robust comparison and validation process reveals that the ANFIS represents a promising modelling technique, that can be a good competitor for MLR approach, especially, especially when dealing with interrelated and complex relationships among several, including behavioural socioeconomic, variables. It was found that the ANFIS can be used successfully for modelling ALLTRIPS, and able to outperform the traditional MLR approach, with more accurate and closer predictions to actual values. The ANFIS is potentially better data analytic method for complex systems, which needs to be explored more in-depth and compared to more sophisticated regression techniques that are already in use in transportation researches.

It is to be stated that, and through this study, a particular emphasis was given to the effect of different design options in building the desired ANFIS model. The development process involves 48 possible configurations, and the one with the lowest error was selected to represent the optimum ANFIS structure. It was noticed that the use of gaussian MFs along with hybrid learning algorithm would usually minimize the measure of error faster, with less training epochs, than other options.
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