Video Sitting Posture Recognition of Human Skeletal Features Based On Deep Learning
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Abstract - Sitting in a poor posture for long time can be detrimental to your health. In this regard, video-based detection of poor sitting posture and providing alerts can help people to improve their physical and mental health and productivity. The use of computer vision to detect human sitting posture is a simple method, but there is a problem of low accuracy in practical applications. In this paper, we propose a video sitting detection method based on multidimensional skeletal features of the human body. Using OpenPose to extract human information features from video sequences, global angle information and local angle information formed by human skeletal segments are used as dimensional features, and sitting posture recognition is detected by deep learning with LSTM models. Experiments show that the method effectively improves the accuracy rate.

Keywords - deep learning; OpenPose; multidimensional skeletal features; sitting posture recognition

I. INTRODUCTION

Prolonged poor sitting posture can lead to myopia, hunchback, spinal disorders, lumbar spine disorders [1] and may can influence mental health [2]. This can lead to mental health problems. This is why effective posture detection is so important for improving the quality of life and maintaining physical and mental health. The current applications of sitting posture recognition are mainly to integrate sitting posture recognition into living or learning devices, such as Zheng et al. applied sitting posture recognition to learning machines in order to detect and remind students of their sitting and standing postures [3]. Zhang et al. acquire the image of human sitting posture in real time and output the current user's practice sitting posture, which not only can solve the trouble of no one reminding the user of improper sitting posture when working or studying, but also can simplify the preparation steps for using the sitting posture detection device and effectively remind the user of proper sitting posture so as not to reduce the eyesight [4]. Zhao et al. have used human skeletal points to detect and identify abnormal behavior in a vehicle, providing the possibility of safe driving and early warning [5].

Sitting posture recognition is an important element of human posture recognition. There are two main approaches to human posture recognition at home and abroad: human posture recognition based on mechanical sensors and machine vision. In the 2001, Chandha et al. used principal component analysis to solve the sitting posture classification problem [6]. In 2003 and 2005, Lis et al. differentiation classification algorithms to classify sitting postures using Fisher-Rao discriminant analysis and applied[7]. Zhang et al. used an algorithmic combination approach to recognize different poses of the head[8]. Takafumi et al. used an unsupervised method to identify 16 common human activities with an accuracy of 80.4%[9]. O'Sullivan et al. designed a real-time feedback system to provide users with goodness of posture by determining the angle of the central axis of the head, left and right shoulder, and horizontal through the information collected by the camera [10]. Aida et al. used a feature fusion algorithm to recognize human hand gestures based on computer vision, which can recognize 37 hand gestures with an accuracy of 98.64% [11]. In 2007, Straker et al. used a sensor placement strategy based on a logistic regression optimization algorithm to place a minimum number of sensors on the human body to obtain information about the human body for sitting [12]. Grandjean, E. H. Z. Tan, M. Zhu, Jaimes, Alejandro, Ribeiro, B, et al. used different types and numbers of sensors to detect and identify sitting postures based on machine learning or deep learning methods to classify a variety of different sitting postures[13]-[19]. For example, Jaimes, Alejandro et al. used 16 force sensors and backrest angles to identify sitting postures based on the features of the Random Forest algorithm with an accuracy of 90%[20].

Although sensor-based methods have achieved high accuracy, these methods suffer from expensive equipment, environmental vulnerability of data acquisition and transmission processes, the need for subject cooperation and poor portability. Therefore, computer vision-based sitting recognition detection is a hot issue for current research.

II. RELATED WORKS

There are two main approaches for sitting recognition and classification based on machine vision, one is to use HOG, PHOG, LBP and other methods to extract contour features or local texture features of images for sitting recognition and classification. For example, Feng Jing and Jia Ruochen used to extract contour features and texture features of images for sitting recognition and classification[21][22]. The other one is
to use human skeletal keypoints data to extract human body information as features for sitting posture recognition and classification. There are two main approaches for acquiring human skeletal keypoints: the Kinect sensor-based and OpenPose based. For example, Shiqi Cai, Li, TL Le et al. extract human skeletal keypoints based on the Kinect sensor and use machine learning or deep learning for sitting posture recognition and classification[23]-[25]. Although the accuracy of human skeletal keypoints extraction using Kinect sensor is high, there are problems such as expensive equipment and susceptibility to environmental impact. The use of OpenPose to extract human skeletal keypoints data will remedy these shortcomings. For example, Chen Kehan used OpenPose to extract human skeletal keypoints and used convolutional neural networks to recognize and classify sitting postures[26]. However, the current use of skeletal data for sitting is not as good as it could be. Most of the sitting posture recognition and classification using skeletal data only uses a single feature, such as using all the data of human keypoints as features, resulting in a low accuracy of sitting posture recognition.

In general, the current sensor-based sitting recognition methods have problems such as expensive equipment, difficulty in data acquisition, susceptibility to environmental factors such as light and temperature, and poor universality; while machine vision-based sitting recognition research methods are relatively few and have the problem of insufficient accuracy caused by using only a single feature.

This paper proposes a method for extracting human keypoints classification features based on OpenPose and using the multi-feature category information formed by human skeletal segments to determine the sitting posture in a continuous time series. Firstly, the data augmentation method is designed to expand the data set, extract the human skeletal keypoints category information in the time series using OpenPose, and determine the sub-features for selecting multiple angles. Secondly, the local angle features formed by the skeletal segments and the global angle features are combined to perform feature fusion and highlight the sitting posture features. Finally, to detect bad sitting posture, the human motion laws optimization algorithm is designed to optimize LSTM Models. Achieved reduced equipment cost and improved accuracy of video-based sitting posture recognition.

Firstly, according to human osteology and rehabilitation medicine, define the standards of correct and poor sitting posture. Then a data augmentation method is designed to expand the dataset in accordance with this paper and use open-source library OpenPose, to extract and save the human keypoints from the continuous sitting images in the video. And fuse the keypoint features, local angle features and global angle features in a serial way. Finally, the LSTM is optimally tuned based on the laws of human sitting to achieve human sitting recognition.

Based on research related to human osteology and efficacy, the correct sitting posture should be to maintain two 90°, feet on the ground, ensuring that the knee joints are presented 90°; the trunk is upright, keeping the thighs and trunk presented 90°[27]. A diagram of healthy sitting posture and poor sitting posture is shown in the Fig 1. This article focuses on the analysis of poor sitting posture caused by forward leaning, backward leaning, straightening and bending of the legs, etc. and different bending angles of the spine, with forward leaning bending angles of the spine between 10°-90° and backward leaning bending angles between 90°-170°, which is a wide range of representative problems.

III. SYSTEM DESIGN

A. Representation of Skeletal Features

OpenPose can obtain 18 2D coordinate information about the joints of the human body in real time, which can be expressed in x, y. The skeletal information is represented as $j = \{j_0, j_1, j_2, ..., j_{18}\}$, where $j_i = (x_i, y_i)$ represents the coordinate position of key-points, $0 \leq i \leq 17, N = 17$. Each skeletal keypoints is shown in the Fig 2.
Any two key points are joined to form a skeletal segment, as shown in the Table 1.

**TABEL I. SKELETAL SEGMENTS COMPRISING KEY POINTS OF THE HUMAN BODY**

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>Keypoints $S_1$</th>
<th>$S_2$</th>
<th>Keypoints $S_2$</th>
<th>$S_3$</th>
<th>Keypoints $S_3$</th>
<th>$S_4$</th>
<th>Keypoints $S_4$</th>
<th>$S_5$</th>
<th>Keypoints $S_5$</th>
<th>$S_6$</th>
<th>Keypoints $S_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[f_1, f_2]$</td>
<td>$S_1$</td>
<td>$[f_3, f_4]$</td>
<td>$S_2$</td>
<td>$[f_5, f_6]$</td>
<td>$S_3$</td>
<td>$[f_7, f_8]$</td>
<td>$S_4$</td>
<td>$[f_9, f_{10}]$</td>
<td>$S_5$</td>
<td>$[f_{11}, f_{12}]$</td>
<td>$S_6$</td>
</tr>
</tbody>
</table>

Any two key points $j_a, j_b$ form a skeletal segment between them, define the direction vector of the linear equation for the skeletal segment $S_j$ as:

$$v_i(v_x, v_y) = (x_b - x_a, y_b - y_a)$$  \hspace{1cm} (1)

Two skeletal segments $S_a, S_b$ angles are defined as:

$$\text{Angle}(S_a, S_b) = \arccos \frac{v_a \cdot v_b}{\|v_a\| \|v_b\|}$$  \hspace{1cm} (2)

Where $v_a(v_{x_a}, v_{y_a})$ is the direction vector of $S_a$, the $v_b(v_{x_b}, v_{y_b})$ is the direction vector of $S_b$.

**B. Local and Global Angle Features**

In order to solve the problem that a single feature cannot accurately identify sitting posture. We classify human skeletal features into local angle features and global angle features. Among them, the angle information of the representative skeletal segments for judging the sitting posture of the human body are the angle information of the shoulder ankle and ankle plane, the angle information of the body and thigh, and the angle information of the thigh and calf. The first one is the global angle feature and the latter two are local angle features. The angle information formed by the ankle and ankle plane at the shoulder is selected for the experiments in this paper, ($S_{210}, S_{10} \neq \varnothing$), ($S_{512}, S_{13} \neq \varnothing$) for the global angle and the angle information of the body thigh ($S_{1,mid} S_{90}$), ($S_{mid}, S_{1112}$) and the angle information of the thigh and calf ($S_{90}, S_{910}$), ($S_{1112}, S_{1213}$) for the local angles. $j_{mid}$ representing midpoint of skeletal keypoints $j_0$ with the $j_{11}$, the $j_{mid}$ with $j_{1}$ form the skeletal segment representing the body:

$$j_{mid} = \left(\frac{x_8 + x_{11}}{2}, \frac{y_8 + y_{11}}{2}\right), j_{\varphi}$$

represents the plane point, and form the vector of ankles and planes with keypoints $j_{10}$ and $j_{12}$ for $S_{10} \neq \varnothing$, $j_{\varphi} = (j_{10} - 1, 0)$, for $S_{13} \neq \varnothing$, $j_{\varphi} = (j_{12} + 1, 0)$.

According to ergonomics and literature [28][29], a healthy sitting posture should have the angle of the body to the thighs $\text{Angle}_1$, it should be maintained between $90^\circ \pm 10^\circ$ and the angle between thigh and calf $\text{Angle}_2$ between $90^\circ \pm 10^\circ$. The skeletal segments $S_{mid}$ with $S_{90}$, the $S_{1112}$ form $\text{Angle}_1$; skeletal segments $S_{90}$ with $S_{10}$, and $S_{1112}$ with $S_{1213}$ form $\text{Angle}_2$. This gives the sitting determination formula definition of the local angle feature as follows.

$$0, 80 \leq \text{Angle}_1, \text{Angle}_2 \leq 100$$

Where 0 is correct sitting posture and 1 is poor sitting posture.

Also, consider the constraints made by the global angular characteristics. $\text{Angle}_3$ formed by the shoulder and ankle to the plane of the ankle when a person is sitting. For a healthy sitting posture, $\text{Angle}_3$ should be maintained between $14^\circ \pm 10^\circ$. Skeletal segment $S_{210}$ with $S_{10} \neq \varnothing$, the $S_{513}$ with $S_{13} \neq \varnothing$ form $\text{Angle}_3$. Such a modified the sitting determination formula of global angle feature combined with a local angle feature is as follows.

$$0, 80 \leq \text{Angle}_1, \text{Angle}_2 \leq 100$$ and $4 \leq \text{Angle}_3 \leq 24$

$$1, (\text{Angle}_1, \text{Angle}_2) < 80$$ or $(\text{Angle}_1, \text{Angle}_2) > 100$

or $\text{Angle}_3 < 4$

or $\text{Angle}_3 > 24$

Where 0 is correct sitting posture and 1 is poor sitting posture.

The human sitting information is divided into three feature subsets: skeletal keypoints, global angle features and local angle features. The model is trained by serially using them as multidimensional feature inputs. In this study, a local angle feature is obtained 4 from the angle defined between two skeletal segments, 2 global angle feature, 18 pairs of key points feature, resulting in a 42 dimensional feature vector $f_i = (f_1, f_2, ..., f_{42})$, including 36 human key points features, 4 local angle features, 2 global angle features were obtained in total. The global angle feature is used as a constraint on the local angle feature to capture more detailed information about the sitting angle, and the combination of the global angle feature and the local angle feature provides a more comprehensive representation of the sitting posture.

**C. System Model**

The overall system architecture has three components. The data enhancement module, the skeletal feature extraction module and the temporal sitting discrimination module, as shown in Fig 3.

The data expansion process for the data enhancement modules is shown in the Fig 4.
The skeletal feature extraction module consists of OpenPose and a feature extraction mechanism to extract keypoints data, local angle features and global angle features of the human skeleton. The temporal posture discrimination module uses Keras to build an LSTM deep learning model for posture recognition and classification. The deep learning model has five layers including Lambda, LSTM and 2 Dense layers, and uses Sigmoid as the activation function of output layer. The Dense layer uses tanh as the activation function.

**IV. EXPERIMENTAL RESULTS**

**A. Sitting Evaluation Indicators**

This paper is a single-category identification of correct sitting posture and poor sitting posture, with recall, precision, accuracy, and F1-score chosen as experimental evaluation indicators.

\[
\text{accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \times 100
\]

\[
F1\_\text{score} = \frac{2 \times P \times R}{P + R}, \quad \text{where TP is the true class, TN is the true negative class, FP is the false positive class and FN is the false negative class.}
\]

For multiple classifications, we use macro-averages and weighted averages as evaluation metrics.

\[
\text{Macro}_{P} = \frac{1}{n} \sum_{i=1}^{n} P_{i}
\]

\[
\text{Macro}_{R} = \frac{1}{n} \sum_{i=1}^{n} R_{i},
\]

\[
\text{Macro}_{F} = \frac{1}{n} \sum_{i=1}^{n} F_{i}
\]

\[
\text{Weighted}_{P} = \frac{\sum_{i=1}^{n} TP_{i} + FP_{i}}{\sum_{i=1}^{n} TP_{i} + FP_{i}} \times P_{i},
\]

\[
\text{Weighted}_{R} = \frac{\sum_{i=1}^{n} TP_{i} + FP_{i}}{\sum_{i=1}^{n} TP_{i} + FP_{i}} \times R_{i},
\]

\[
\text{Weighted}_{F} = \frac{\sum_{i=1}^{n} TP_{i} + FP_{i}}{\sum_{i=1}^{n} TP_{i} + FP_{i}} \times F_{i},
\]

\[
\text{recall} = \frac{TP}{TP + FN} \times 100
\]

\[
\text{precision} = \frac{TP}{TP + FP} \times 100
\]
Where $P_i$, $R_i$, $F_i$ denotes the precision, recall, F1_score, of the ith category $TP_i$ denotes the true class of the ith category, and $FP_i$ denotes the false positive class of the ith category.

### B. Preparing the Datasets

Machine learning and deep learning algorithms are based on massive amounts of data to learn, and models are prone to overfitting problems when the amount of data is sufficient. In this paper, the data enhancement method will use geometric transformations of the original image, such as rotation and scaling, combined with spatial transformations of the original image and replacement fills for the color space to expand the dataset. The dataset is expanded by randomly flipping, reconstructing and scaling the video seated image, and filling the color transformations respectively.

Data augmentation according to the Fig 4 expands the dataset by first determining whether the video frame is random, if it is random then directly re-crop the size of the video frame and then return the color reconstructed video frame. If it is not random, the video frame is first re-cropped in size, then the random number is used to decide whether to flip the video frame, if the random number is greater than the threshold then the image is directly distorted, otherwise the video frame is first flipped before the image is distorted, and finally the color reconstructed video frame is returned. The results of the experiment are shown in Table 2. According to the table it can be seen that before the data enhancement the model fit was almost close to 100% and overfitting occurred, after the data enhancement the model predictions showed normal results.

| TABLE II. COMPARISON OF SITTING RECOGNITION BEFORE AND AFTER DATA AUGMENTATION |
|-----------------------------------|--------|----------------|----------------|----------------|----------------|
| row data                         | after preprocessing data | precision | recall | F1_score | precision | recall | precision |
| 0                                | 99.72% | 99.76% | 99.75% | 92.00% | 95.00% | 93.48% |
| 1                                | 99.75% | 99.76% | 99.75% | 92.00% | 94.60% | 93.28% |

Where 1 is wrong sitting posture, 0 is right sitting posture.

### C. Testing on Different Datasets

Studies on the laws of human movement have shown that a person can change 2 up to 3 times a second while sitting [30]. The three "gates" of LSTM, "forget gate", "input gate" and "output gate", can selectively retain the important information of the previous t-1, which can solve the problem of gradient disappearance of recurrent neural network. In this study, the video sitting recognition is for continuous time series, and it needs to combine the feature information of the previous t-1 to determine the sitting posture, so LSTM is chosen as the classifier. The loss function uses a binary cross-entropy loss, which is a good measure of loss and converges quickly and easily, as shown in (8). Optimizer for Adam. The results are shown in the Table III and show that the highest accuracy is achieved when all frames in one second are selected.

\[
\text{Cost}(A,Y) = \frac{1}{m} \sum_{i=1}^{m} (-y_i \log(a_i) - (1 - y_i) \log(1 - a_i))
\]

where $a_i=\text{sigmoid}(z_i) = \frac{1}{1+e^{-z_i}}$, $z_i=w^T X_i + b_i$, $m$ is the number of samples, $y_i$ is the predicted test dataset.

| TABLE IV. RESULTS OF SITTING RECOGNITION USING DIFFERENT FEATURES |
|-----------------------------------|-----------------|-----------------|-----------------|
| Frame/s  | Features Extraction | Accuracy | Recall | F1_score |
| 24       | 259157            | 98.76% | 98.86% | 98.88% |
| 18       | 201454            | 96.18% | 96.04% | 96.21% |
| 12       | 172564            | 95.07% | 94.86% | 95.12% |

Table IV gives the results of the sitting posture recognition accuracy, recall and F1_score for different sub-features of the human sitting posture. From the results, it can be seen that the sitting posture recognition accuracy is the highest when the three features are combined together, and the recall and F1_score are also the highest.

Due to the presence of human key points masked on the public dataset, they could not be identified. For this, the obscured human skeletal key points are processed as follows.

1. defining the proximity key points based on 18 pairs of key points of the human skeletal framework;
2. calculating each masked key point by the relative distance of the adjacent key points according to the human skeletal symmetry and skeletal proportions, with the coordinates of each key point being $j_i = (x_i, y_i)$, $0 \leq i \leq 17$;
3. when i is in a different range, there are two cases:

\[
\begin{align*}
\text{Situation1: } & \quad x_i = \frac{x_{i\mid i\mid} + x_{i\mid 1\mid}}{2}, \quad 0 \leq i \leq 1, \\
\text{Situation2: } & \quad y_i = \frac{y_{i\mid 1\mid} + y_{i\mid 1\mid} - 2d}{2}, \quad 0 \leq i \leq 1, \quad (9)
\end{align*}
\]
 proximal points of the first and second proximal points of $j_i$ respectively.  

\[ x_i = x_{[i][1]} + t \cdot a, \quad y_i = y_{[i][1]}, 2 \leq i \leq 17, \quad (10) \]

Where $a = 5 \cdot d$, $t_i$ is a list of constants, $x_{[i][1]}, y_{[i][1]}$ are the coordinates of $x, y$ of the proximal points of $j_i$ respectively.

The key points of the human skeleton are highlighted in two ways: those on the body's axis of symmetry, such as the nose and chest, and those not on the body's axis of symmetry. For key points on the axis of symmetry we fill in the key points by their proximity to the key points. For key points that are not on the axis of symmetry, they are filled in by the symmetrical key points of the key points.

Table V and Table VI give the results of human pose recognition and classification for the KTH dataset and the Weizmann dataset respectively by processing obscured key points and integrating human skeletal key points, local angle features and global angle features.

**TABLE V. TEST RESULTS FOR THE KTH DATASET**

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>F1-Score</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>macro avg</td>
<td>94.30%</td>
<td>93.00%</td>
<td>93.65%</td>
<td>95.2%</td>
</tr>
<tr>
<td>weighted avg</td>
<td>93.00%</td>
<td>94.40%</td>
<td>93.69%</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE VI. TEST RESULTS FOR THE WEIZMANN DATASET**

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>F1-Score</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>macro avg</td>
<td>95.00%</td>
<td>96.30%</td>
<td>95.74%</td>
<td>97.1%</td>
</tr>
<tr>
<td>weighted avg</td>
<td>96.20%</td>
<td>94.80%</td>
<td>95.49%</td>
<td></td>
</tr>
</tbody>
</table>

The Table V and VI show that the metrics for the masked key points in this paper are slightly lower than the unmasked case. For two reasons, one is that the key points on the human symmetry axis are unrecognizable when masked in their entirety; the other is that the symmetry key points are also unrecognizable when masked in their entirety.

Also, key point masking on the symmetry axis and symmetry key points without masking are also not recognized, and thus the test results for the KTH dataset are lower than those tested on the Weizmann dataset. Our method was compared with other methods in the literature using human skeletal key points for human pose recognition and the results are shown in Fig 5.

As can be seen from Fig 5, this paper combines the feature extraction method of human skeletal key points and the LSTM optimization algorithm with high accuracy on a public dataset for human pose recognition, and significantly outperforms other methods using human skeletal data for human pose recognition with good versatility.

**V. CONCLUSIONS**

If only a single feature is used it may result in an inadequate amount of information being obtained about the image, which can easily lead to a high uncertainty in the results. However, multiple features can make up for the shortcomings of a single feature and more fully express the information of the sitting features in an image. The integration of multiple features can allow single features to complement each other and improve the performance of image classification and recognition. Human skeleton key points features and local angle features can be used to judge the overall sitting posture correctly or incorrectly, and global angle features as a supplement to local angle features can capture more detailed sitting angle information for sitting posture judgement. Experiments show that the use of human skeletal multidimensional features for sitting posture recognition compensates for the lack of information in a single feature and effectively improves the accuracy of sitting posture recognition. Also, compared with other methods using human skeletal information for human posture recognition, the method in this paper has a high recognition accuracy on human posture dataset and has good generality. Due to the variable nature of human sitting movements, the sitting criteria selected in this paper are not able to identify the weak angular changes in local angles well. In further research, we will try to use spatial information, three-dimensional coordinates for sitting posture recognition and judgement.
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